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Preface

What this handbook is about

This handbook offers a fresh approach to computer vision. The whole
vision process from image formation to measuring, recognition, or re-
acting is regarded as an integral process. Computer vision is under-
stood as the host of techniques to acquire, process, analyze, and un-
derstand complex higher-dimensional data from our environment for
scientific and technical exploration.

In this sense the handbook takes into account the interdisciplinary
nature of computer vision with its links to virtually all natural sciences
and attempts to bridge two important gaps. The first is between mod-
ern physical sciences and the many novel techniques to acquire images.
The second is between basic research and applications. When a reader
with a background in one of the fields related to computer vision feels
he has learned something from one of the many other facets of com-
puter vision, the handbook will have fulfilled its purpose.

The handbook comprises three volumes. The first volume, Sensors
and Imaging, covers image formation and acquisition. The second vol-
ume, Signal Processing and Pattern Recognition, focuses on processing
of the spatial and spatiotemporal signal acquired by imaging sensors.
The third volume, Systems and Applications, describes how computer
vision is integrated into systems and applications.

Prerequisites

It is assumed that the reader is familiar with elementary mathematical
concepts commonly used in computer vision and in many other areas
of natural sciences and technical disciplines. This includes the basics
of set theory, matrix algebra, differential and integral equations, com-
plex numbers, Fourier transform, probability, random variables, and
graphing. Wherever possible, mathematical topics are described intu-
itively. In this respect it is very helpful that complex mathematical
relations can often be visualized intuitively by images. For a more for-

xv
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mal treatment of the corresponding subject including proofs, suitable
references are given.

How to use this handbook

The handbook has been designed to cover the different needs of its
readership. First, it is suitable for sequential reading. In this way the
reader gets an up-to-date account of the state of computer vision. It is
presented in a way that makes it accessible for readers with different
backgrounds. Second, the reader can look up specific topics of inter-
est. The individual chapters are written in a self-consistent way with
extensive cross-referencing to other chapters of the handbook and ex-
ternal references. The CD that accompanies each volume of the hand-
book contains the complete text of the handbook in the Adobe Acrobat
portable document file format (PDF). This format can be read on all
major platforms. Free Acrobat reader version 3.01 for all major com-
puting platforms is included on the CDs. The texts are hyperlinked in
multiple ways. Thus the reader can collect the information of interest
with ease. Third, the reader can delve more deeply into a subject with
the material on the CDs. They contain additional reference material,
interactive software components, code examples, image material, and
references to sources on the Internet. For more details see the readme
file on the CDs.

Acknowledgments

Writing a handbook on computer vision with this breadth of topics is
a major undertaking that can succeed only in a coordinated effort that
involves many co-workers. Thus the editors would like to thank first
all contributors who were willing to participate in this effort. Their
cooperation with the constrained time schedule made it possible that
the three-volume handbook could be published in such a short period
following the call for contributions in December 1997. The editors are
deeply grateful for the dedicated and professional work of the staff at
AEON Verlag & Studio who did most of the editorial work. We also
express our sincere thanks to Academic Press for the opportunity to
write this handbook and for all professional advice.

Last but not least, we encourage the reader to send us any hints
on errors, omissions, typing errors, or any other shortcomings of the
handbook. Actual information about the handbook can be found at the
editors homepage http://klimt.iwr.uni-heidelberg.de.

Heidelberg, Germany and La Jolla, California, December 1998
Bernd Jähne, Horst Haußecker, Peter Geißler
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1 Introduction

Bernd Jähne

Interdisziplinäres Zentrum für Wissenschaftliches Rechnen (IWR)
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The third volume of the Handbook on Computer Vision and Appli-
cations is centered on system aspects and applications. The system
aspect actually has two meanings. First, there is the question of how
all components that make up a computer vision system and that have
been discussed in the first two volumes of the handbook are put to-
gether as a system in an optimal way. Second, in real applications, a
visual task is only part of a larger system. Thus, there is the question
of how it is integrated in the best way.

This introduction covers some basic questions of the architecture
of computer vision systems in Section 1.1. Is it different from general-
purpose computer systems? What are its basic function modules and
what are the critical performance parameters?

Parts II and III of this volume are devoted to industrial, technical,
and scientific applications of computer vision. This collection of appli-
cation reports raises some important questions for theoreticians and
practitioners alike. A theoretician may ask himself why his technique
has not found its way into real-word applications. Or he may find out
that his research tackles problems no one is interested in. Conversely,
the practitioner may ask himself why he is still sticking with his inef-
ficient and old-fashioned techniques when there are much better avail-
able.

This volume creates an opportunity for the necessary dialogue be-
tween basic research and applications. It is also the hope that the solu-
tions presented in the application reports turn out to be useful in other
application areas.
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2 1 Introduction

1.1 Computer vision architecture

It is necessary to assume at the outset that no image acquisition or
display is needed. Is there then any difference in the architecture of
a computer vision system from a general computer? Yes? No? The
answer is no, as a general-purpose computer is built only to be used to
compute a wide range of tasks. It is thus only a question of how effi-
ciently modern personal computer (PC) and workstation architectures
can be used for computer vision tasks. The answer is yes, as for many
applications it is required to put a stream of image data at a specified
rate through the computer system. This requires so-called real-time
computer hard- and software. Nowadays three trends are observable
with respect to the platforms for computer vision applications.

Standard PCs. In recent years there has been a swift move away from
dedicated—especially VME-bus based—computer system to standard
PC-based systems for industrial applications. They have reached
critical performance levels with respect to computing power and
memory bandwidth for image processing (Section 3.2 and Chap-
ter 11). This trend will only be accelerated in the near future by
the addition of multimedia instruction sets, which make PCs more
suitable for the processing of pixel data (Chapter 3).

Intelligent cameras. Rather simple tasks can be performed by so-called
intelligent cameras. The camera includes the entire hardware to
process the acquired images in a standalone system. Examples of
applications with such systems are discussed in Chapter 13.

Configurable hardware. Field programmable gate arrays have acquired
enough computing power to be suitable for sophisticated image pro-
cessing (Chapter 2).

Computer architecture for computer vision systems would be in-
complete if only hardware were to be considered. The best hardware is
only as good as the software running on it. One may argue that the long
tradition in imaging of dedicated hardware has considerably hindered
progress in software. Portable, modular, and reusable software is es-
pecially critical for computer vision tasks because they tend to include
many different modules. This is why three chapters in this volume deal
with software engineering for computer vision (Chapters 4–6). In ad-
dition, a fourth chapter discusses application-oriented assessment of
computer-vision algorithms (Chapter 7).

Although a PC with a frame grabber and a camera can be regarded
as a simple computer vision system, it generally is more than that.
This can be seen by comparing computer vision systems with human
or other biological vision systems. While it makes not much sense to
imitate a biological system with a technical system, it is very useful to
compare them on the basis of function modules as shown in Table 1.1.
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Table 1.1: Function modules of human and machine vision

Task Human vision Machine vision

Visualization Passive, mainly by re-
flection of light from
opaque surfaces

Passive and active (controlled il-
lumination) using electromagnetic,
particulate, and acoustic radiation
(Volume 1, Chapters 3 and 6)

Image
formation

Refractive optical sys-
tem

Various systems
(see Volume 1, Chapter 4)

Control of
irradiance

Muscle-controlled pupil Motorized apertures, filter wheels,
tunable filters

Focusing Muscle-controlled
change of focal length

Autofocus systems based on vari-
ous principles of distance measure-
ments

Irradiance
resolution

Logarithmic sensitivity Linear sensitivity, quantization be-
tween 8- and 16-bits; logarith-
mic sensitivity, for example, HDRC-
sensors (Volume 1, Chapter 8)

Tracking Highly mobile eyeball Scanner and robot-mounted cam-
eras (Chapter 9)

Processing
and analysis

Hierarchically
organized massively
parallel processing

Serial processing still dominant;
parallel processing not in general
use

From the table it is immediately clear that a camera and a computer
are only two parts of many in a computer vision system. It is also obvi-
ous that computer vision systems have a much richer variety and more
precise function modules with respect to visualization, image forma-
tion, control of irradiance, focusing, and tracking. Thus, a camera with
a PC is a poor vision system from the system perspective. It has no
way to control illumination, adapt to changes in the illumination, move
around to explore its environment, track objects of interest or zoom
into details of interest.

Control of illumination is the basis of many powerful technical tech-
niques to retrieve the 3-D structure of objects in images. This in-
cludes shape from shading and photometric stereo techniques (Vol-
ume 2, Chapter 19), active illumination techniques (Volume 1, Chap-
ters 18 and 20). The active vision paradigm (Chapter 9) emphasizes
the importance of an active response of the vision system to the ob-
served scene, for example, by tracking objects of interest. Even more,
many visual tasks can only be solved if they are operated in a closed
loop, that is, an action is observed and controlled by a vision system in
a feedback loop. This is known as the perception-action-cycle (Chap-
ter 10).
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Table 1.2: Classification of tasks for computer vision systems

Task References

2-D geometry

Position Chapters 31

Distance Chapters 40

Size, area Chapters Chapter 29

Form & shape Volume 2, Chapter 21; Chapters 8, 12,
19, 41

Radiometry-related

Reflectivity Volume 2, Chapter 19

Color Chapters 8, 27, 40

Temperature Volume 2, Chapters 2 and 5; Chapters 35,
36

Fluorescence Volume 1, Chapter 12; Chapters 30, 34,
39, 40, 41

Spatial structure and texture

Edges & lines Volume 2, Chapter 10; Chapters 8, 28

Autocorrelation function

Local wave number; scale Volume 2, Chapter 4; Chapters 8

Local orientation Volume 2, Chapter 10; Chapters 8

Texture Volume 2, Chapter 12; Chapters 13

High-level tasks

Segmentation Volume 2, Chapter 21; Chapters 12, 29,
31, 37

Object identification Chapters 12, 13

Object classification Chapters 8, 13, 37

Character recognition (OCR) Chapters 14

Model- and knowledge-based
recognition and retrieval

Chapters 13, 25, 29

1.2 Classes of tasks

Applications of computer vision can be found today in almost every
technical and scientific area. Thus it is not very helpful to list applica-
tions according to their field. In order to transfer experience from one
application to another it is most useful to specify the problems that
have to be solved and to categorize them into different classes.
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Table 1.3: Classification of tasks for computer vision systems related to dynam-
ical 3-D scences.

Task References

3-D geometry

Depth, 3-D optical metrology Volume 2, Chapters 17 and 18; Chap-
ters 16–23

3-D object shape Volume 1, Chapters 17–20; Volume 2,
Chapter 19; Chapters 17, 18, 21

Distance & size Chapters 16 and 40

Area Chapter 41

Form Chapters 39 and 41

Motion

2-D motion field Volume 2, Chapters 13 and 14; Chap-
ters 31, 32, 33

3-D motion field Chapter 31

Tracking Chapters 15, 38, 28

3-D modeling

3-D object recognition Chapters 17, 20, 22, 23

3-D object synthesis Chapters 20, 24

Tracking Chapters 15 and 38

Autonomous motion; navi-
gation

Chapters 9, 26, 27, 28

An attempt for such a classification is made in Tables 1.2 and 1.3.
The first table categorizes the tasks with respect to 2-D imaging, while
the second table extends the tasks to the analysis of dynamical 3-D
scenes. The second column contains references to chapters dealing
with the corresponding task. References to Volume 1 or Volume 2 gen-
erally describe the techniques themselves, while references to this vol-
ume describe applications.
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2.1 Introduction

The high number of pixels in digital images work as a multiplication fac-
tor for most image processing algorithms. In particular, high-resolution
2-D images, 3-D images, or motion sequences require an enormous
amount of computing power. Combined with real-time requirements,
digital image processing puts hard constraints on the image processing
hardware.

The big advantage in image processing, however, is the structure
of the algorithms, which usually allows a high degree of paralleliza-
tion. A second feature is the usually low number of bits required per
pixel. Thus, digital image processing is greatly applicable to parallel
processing by relatively simple units.

Today the trend in image processing is towards the use of gen-
eral purpose hardware (Chapter 11). The architecture of microproces-
sors, however, is poorly suited to the structure of image processing
algorithms. In a microprocessor instructions are processed sequen-
tially and its architecture is optimized for complex operations on large
operands. It is thus not surprising that both the emerging multimedia
instructions sets such as MMX (Chapter 3), which in general purpose
microcomputers exploit a certain level of parallelism, and the dedicated
Digital Signal Processors (DSP) provide noticeable improvements over
standard processors.

Superior performance is available using special purpose chips (Ap-
plication Specific Integrated Circuits, ASIC). The ASICs are optimized for
a certain image processing task, usually exploiting the full inherent par-
allelism. By adjusting the internal data path to the required number of
bits their silicon is used very effectively. Typical fields of applications
are graphic (video) cards, 3-D accelerators, or MPEG chips.

While ASICs provide enormous computing power they have some
serious disadvantages. The biggest one is their lack of flexibility due
to the restriction of a single functionality. Moreover, the development
of an ASIC is an expensive and time-consuming enterprise. Upgrades
always require chip redesign. Due to the development time and costs of
ASICs, only a very limited set of the most important functions is usually
implemented in special purpose chips. This is why we see ASICs only
in mass market applications.

In this chapter we introduce the FPGA coprocessor as an alternative
approach. This new class of computer combines the high speed of spe-
cial purpose hardware with a flexibility that approaches that available
with software solutions. The basic idea is to use freely programmable,
highly complex logic ICs, Field Programmable Gate Arrays (FPGA) as
computational core. These FPGAs consist of a high number of sim-
ple logic cells, which can be “wired” by loading a configuration pro-
gram into the chip. An algorithm to be executed is realized as a special
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wiring, that is, as special purpose architecture on standard hardware.
Nearly arbitrary applications can be programmed into and executed by
the FPGA. Because the hardware itself is configured, such an imple-
mentation has the high computing power of ASICs. On the other hand,
an FPGA coprocessor is reprogrammable within milliseconds. Just by
pressing a button a completely new hardware configuration—which we
call a hardware applet—is loaded that executes a totally different appli-
cation. Thus FPGA coprocessors behave much like the usual computer.

This article begins with a brief introduction to the technology of
FPGAs (Section 2.2.1) followed by the discussion of their computing
power and expected technological advances (Section 2.2.2). Section 2.3
discusses the concept of the FPGA coprocessor that makes the advan-
tages of FPGAs exploitable to image processing systems. After a general
introduction in Section 2.3.1 an example FPGA coprocessor is discussed
along with the commercial FPGA coprocessor microEnable1. The follow-
ing Section 2.4 discusses the development of applications together with
the optimization of image processing algorithms for FPGA coprocessors
(Section 2.4.3) and the integration in general image processing software
(Section 2.4.4). This chapter ends with the description of some example
applications implemented on the system (Section 2.5).

2.2 Field programmable gate arrays (FPGAs)

2.2.1 Architectures of field programmable gate arrays

Field programmable gate arrays (FPGAs) are a relatively young tech-
nology introduced in 1984 by Xilinx. They consist of a 2-D matrix of
simple logic cells (Configurable Logic Blocks, CLB), which can be arbi-
trarily connected by an interconnect network. Both the function of the
cells and the “wiring” of the interconnections are freely programmable
by downloading a configuration bitstream into the device.

The innovation introduced by the FPGAs was the indefinite number
of reconfiguration cycles (each within a couple of milliseconds) and
the high complexity far above existing programmable ICs. In terms of
logical resources the largest FPGAs today compete with large Standard
Cell ASICs and medium complexity Full Custom ASICs.

The architecture of an FPGA, shown in Fig. 2.1, consists of two ele-
ments, the functional plane and the programming plane. The program-
ming plane is invisible for the user and implements physically the con-
figuration of the FPGA. It consists of a high number of simple storage
elements, each controlling the function of a certain part of the func-
tional plane. During the configuration every element is loaded with
one bit of the configuration bitstream. The by far most popular and

1MicroEnable is available from Silicon Software GmbH, Mannheim, Germany.
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Figure 2.1: The internal setup of a FPGA.

for FPGA coprocessors most important implementation of the program-
ming plane is SRAM cells connected to a very large shift register. This
implementation provides the highest configuration speed and an indef-
inite number of configuration cycles. Alternative implementations are
antifuses restricted to a single configuration and EEPROMs that allow
about 1000 configuration cycles with strongly reduced speed.

In the user-visible functional plane the actual application is run. It
basically consists of a 2-D regular matrix of programmable logic cells.
The most widespread architecture of a logic cell is small Look-Up Tables
(LUT) allowing the implementation of arbitrary Boolean functions of 4
to 6 input variables. Modern FPGAs provide several thousand logic
cells.

To implement an algorithm on an FPGA the circuit representing the
application is divided into small subcircuits fitting into these cells. The
necessary connections among the logic cells are implemented by the
interconnect network. It consists of a large number of wires and switch
transistors that allow arbitrary connections to be programmed.

The third element of the functional plane is I/O cells surrounding
the logic cell matrix. They connect the FPGA to the outside world. Each
I/O cell is programmable as input, output, or bidirectional pin.

For a more detailed discussion on different types and technologies
including quantitative analysis of FPGA architectures see Brown et al.
[1]; for an overview of available FPGA chips and features see Oldfield
and Dorf [2].

2.2.2 Computing power

In this section we discuss the computing power of FPGAs and what
further advances in the FPGA technology are to be expected. In order
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Table 2.1: Estimated computing power of a Xilinx XC40125-0.9 FPGA for addi-
tions and multiplications

Algorithm Speed [MHz] MIPS

Addition/Subtraction 8 bit 100 115,000

Multiplication 8 bit const 100 46,000

Multiplication 8 bit 100 30,000

to define the computing power of an ASIC one simply measures the
throughput for the application for which the ASIC is built. For sys-
tems not restricted to a single task (like a CPU), the computing power
is usually measured at maximum performance or, using benchmarks,
under typical conditions. For an FPGA coprocessor the situation is in
general the same as for a CPU. Due to programmability of the hardware
itself, however, variations in performance are much higher. It depends
strongly on both the instruction (from simple bit masking to a complex
floating point division) and parameters such as the bit width used.

For image processing an FPGA implementation gains its performance
by parallel or pipelined processing. The less complex the basic oper-
ation the more processing elements can be implemented in the FPGA
and the higher the computing power (assuming an arbitrarily high de-
gree of parallelism in the algorithm). Or vice versa: If a basic element
requires a substantial part of the logical FPGA resources there will not
be much gain from using FPGAs.

In Table 2.1 the computing power for a XC40125 FPGA—the largest
available Xilinx FPGA—is shown assuming representative basic opera-
tions (add, sub, mult) for image processing. The resulting computing
power of the FPGA is nearly two orders of magnitude higher than that
of modern microprocessors such as a 400-MHz Pentium II processor
(800 MIPS) or even high-end DSPs like the TMS320C60 (1200 MIPS). Even
with MMX code with up to 6,400 million operations/s for 8-bit additions
(Chapter 3) the FPGA gains more than one order of magnitude.

It is important to note that this performance estimation depends
strongly on the basic operations. If, for example, the dominating in-
struction of the algorithm is less complex than an addition or multipli-
cation, for example, an FPGA will allow an even higher speedup. For a
rather complex basic instruction the gain drops rapidly. The conclusion
from Table 2.1 is that FPGAs have the potential to gain an enormous
speedup in image processing. They are best used in highly parallel al-
gorithms implementable with comparatively simple basic elements. A
good example is the field of real-time image preprocessing.

Table 2.1 reflects the situation today. How will the technology of
FPGAs improve in time? Will a standard CPU be as fast as an FPGA
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Table 2.2: FPGA logic density trend for Xilinx XC4000 FPGAs

Year FPGA CLBs Factor Comment

1993 4010 400 1.0

1995 4025 1024 2.5

1997 4085 3136 7.8

1998 40125 4612 11.5

1998 40250 9216 25.0 Announced

Table 2.3: FPGA speed trend for Xilinx XC4000 FPGAs

Year FPGA Clock rate [MHz] Factor

1994 4000E-4 133 1.0

1996 4000E-2 192 1.4

1998 4000XL-1 400 3.0

some years from now? Or will the gap between FPGA and CPU become
greater and greater?

The computing power of an FPGA is proportional to the product
of the maximum frequency of the implemented circuit and the degree
of parallelization. If we assume that problems in image processing
are highly parallel we conclude that the computing power of an FPGA
is proportional to the product of the number of primitive logic cells
(the FPGA resources) and the speed of the internal logic (the maximum
toggle frequency for the internal flipflops).

Internally FPGAs are basically SRAM—the higher the number of
SRAM cells in the programming plane, the higher the number of primi-
tive cells and the higher the FPGA complexity. Thus it is expected that
the technological advances of FPGAs will follow the increases for SRAM
in general (for both speed and storage size). An investigation of the
growth of these two factors over the last three decades can be found
in Vuillemin [3], in which the author predicts an increase in computing
power for FPGAs by a factor of two each year!

In order to prove this conclusion, which is based on the general
development of the SRAM technology, Tables 2.2 and 2.3 display the
increase of FPGA speed and complexity during the last few years for an
existing FPGA family—the Xilinx XC4000 FPGAs2.

2The toggle frequency of the internal flipflops is calculated by the inverse of the
sum of the clock-to-output time and flipflop setup time neglecting internal routing. All
numbers are from Xilinx data books from the year given.



2.3 FPGA-based image processing systems 15

For the last few years both speed and complexity increased by al-
most 40 % (speed) to 60 % (complexity) per year. This corresponds to an
annual speedup in computing power of over a factor of two per year,
confirming the prediction of Vuillemin [3].

The speedup in computing power for CPUs, however, has also fol-
lowed an exponential growth track over the last 40 years. According to
Thacker [4], the growth kept constant for more than 30 yr by an annual
increase factor of 1.25—thus the computing power doubles every 3 yr.

If these trends are stable, the performance of FPGA will increase
many times faster than CPUs. The reason for this behavior is that the
computing power of CPUs benefits mainly from advances in process
technology by the increase of the CPU’s maximum frequency. Archi-
tectural improvements usually have a much lower impact. By contrast,
FPGAs take very direct advantage of both effects because the higher
number of logic cells is directly used for a higher degree of parallelism.

Due to their advantage for bit-level algorithms and integer arith-
metic we expect that FPGA coprocessors will play an important role in
image processing. Probably even algorithms requiring floating point
operations will become more and more applicable to FPGA coproces-
sors.

2.3 FPGA-based image processing systems

In 1989, five years after the advent of FPGAs, the first FPGA-based com-
puting machines appeared that made use of the computing power and
flexibility of this new technology. The basic idea is to establish a new
class of computer consisting of an array of FPGAs as computing core.
As in a conventional von Neumann computer, arbitrary applications are
run by downloading an appropriate configuration bitstream (the soft-
ware).

The first of these FPGA processors were large systems optimized
for maximum computing power [5, 6]. They consist of dozens of FP-
GAs, reaching or partially outrunning the computing power of super-
computers. Important examples were a DNA sequencing application
outperfoming a CRAY-II by a factor of 325 [7] or the world’s fastest
RSA implementation [8]. A wide variety of tasks were implemented on
some of the machines [9]. The large number of image processing ap-
plications demonstrated the potential of FPGA processors for this area
[10]. A good collection of pointers to most FPGA processors can be
found in Guiccone [11].

Due to their high speed, large FPGA processors typically run their
application independently of their host computer—the host only pro-
vides support functions. Typical image processing systems, however,
usually need tight integration of data aquisition, image processing, and
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Figure 2.2: Functional elements of microEnable.

display routines. This makes a certain subclass of FPGA processors—
FPGA coprocessors—great candidates for image processing.

An FPGA coprocessor is closely coupled to a conventional computer
and optimized for fast communication with the CPU. It works simi-
larly to the old mathematical coprocessors but executes in contrast to
them complete algorithms instead of single instructions. The FPGA co-
processors usually contain only a few or one FPGA on relatively small
boards. The following description of the hard- and software architec-
ture is made using the example of the microEnable coprocessor3. It is
particularly suitable to image processing applications.

2.3.1 General architecture of FPGA coprocessors

An FPGA coprocessor generally consists of three components (Fig. 2.2):

1. The FPGA is the computing kernel in which algorithms are executed.

2. The memory system is used as a temporary buffer or for table lookup.

3. The I/O interface is required for communication between host and
the FPGA coprocessor. On some machines it also comprises a sec-
ond interface to external electronics.

The overall performance of the FPGA coprocessor depends on the
performance of all three subsystems: FPGA; memory system; and I/O
interface.

2.3.2 Example system: the microEnable

Like FPGA coprocessors in general, the hardware of microEnable (Fig. 2.3)
comprises the three functional units FPGA, memory system, and I/O in-
terface. The I/O interface of the processor additionally provides a sec-
ondary port to external electronics. Used as interface to image sources,

3MicroEnable is a commercially available system provided by Silicon Software GmbH,
Mannheim, Germany.
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Figure 2.3: The microEnable board.

this feature is important for image processing making microEnable an
intelligent framegrabber. The last functional unit is the clock and sup-
port circuitry of the processor. In the next paragraphs the hardware
setup is described in more detail.

The FPGA is microEnable’s computing kernel. Due to the fast growth
of FPGA complexity, and in order to keep the system inexpensive and
simple, the board contains only a single device of the Xilinx XC4000
family. It supports all XC4000E/EX devices larger than the XC4013.
Since 1998, a 3.3 V version is available covering all XC4000XL FPGAs
between XC4013XL and XC4085XL. This makes the computing power
of the processor scalable by one order of magnitude.

The RAM system is a fast buffer exclusively used by the FPGA. It
consists of 0.5 to 2 MBytes of fast SRAM. This buffer is intended for
tasks such as temporary data buffering, table lookup, or coefficient
storage. Experiences in different fields of applications have shown the
importance of a fast RAM system.

The PCI interface—the physical connection to the host computer
and thus to the application—supports the standard PCI bus of 32-bit
width and 33 MHz. It is implemented in a custom PCI chip, the PCI9080
from PLX Technology. The advantages of this implementation are the
high performance of the chip, a wide variety of features, and the excel-
lent DMA support important for high transfer rates. In our experience
these features compensate for the drawbacks compared to an FPGA im-
plementation: the need for a PLX interface on the local bus side and to
cope with a (related to the number of features) sophisticated device.
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For user-specific functionality and communication with external elec-
tronics a daughterboard can be plugged onto microEnable. Two types
of daughterboards are supported:

1. Common Mezzanine Cards (CMC) following the IEEE P1396 specifi-
cation; and

2. S-LINK cards following a specification developed at the European
particle physics lab CERN [12].

The CMC is a mechanical specification defining the board mechan-
ics, connector type, and pinout for some signals (clock, reset, power,
ground) of the daughtercard [13]. In addition to the CMC specification,
other specifications define the protocol used: the most important one
is the PMC specification for the PCI protocol. MicroEnable supports the
33 MHz, 32-bit PMC specification. The CMC/PMC daughterboards are
most widely used by FPGA coprocessors [14, 15].

The clock and support circuitry of microEnable implements tasks
such as configuration and readback of the FPGA, a JTAG port, and the
provision of user-programmable clocks. For applications running on
microEnable’s FPGA four different clocks are available. The main clocks
are two phase synchronous clocks freely programmable in the range
between 1 and 120 MHz (at 1-MHz steps). The ratio between these
two clocks can be set to 1, 2, or 4. The third clock is the local bus
clock programmable in the interval between 1 and 40 MHz. The last
clock signal usable is an external clock signal provided by the S-LINK
connector.

2.3.3 Device driver and application interface library

A high bandwidth bus like PCI does not necessarily guarantee a high
data exchange rate between FPGA coprocessor and CPU. What ratio of
the pure hardware performance is usable in reality by the application
depends strongly on the device driver. The microEnable provides device
drivers for the operating systems Linux and WindowsNT 4.0 and thus
supports the most important aspects of PCs. The device drivers sup-
port master as well as slave accesses, two independent gather/scatter
DMA channels, and interrupt capability (generated by either DMA or
the FPGA). (For a sample interface, see Fig. 2.4.)

In order to provide users with a simple but fast programming inter-
face, accesses to microEnable are memory mapped into user space. To
the user, these accesses appear as usual memory accesses.

Although the memory map is a fast mechanism, the reachable data
bandwidth is far below the theoretical limit of 132 MBytes/s. The key
issue for maximum throughput is DMA transfers. Using DMA microEn-
able provides a performance of up to 125 MBytes/s, 95 % of the peak
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PCI performance, measured to/from a user application running in user
space under WinNT 4.0 on a 233 MHz Pentium II.

The DMA transfers data in large blocks. In many real-life applica-
tions the hardware applet (Section 2.3.4) is not able to accept data in
each cycle (this is usually data dependent). The dilemma here is that
a normal DMA transfer would overrun the hardware applet and cause
data loss. To do it without DMA would decrease performance unac-
ceptably. MicroEnable allows DMA transfers using a handshake proto-
col with the applet running in the FPGA. Using this mechanism transfer
rates comparable to normal DMA rates are possible.

High performance is only one important factor; the other one is to
provide the user a simple view to the FPGA coprocessors’ functionality.
This depends on the device driver and application interface library.
MicroEnable provides a C library for user applications. The complete
setup of the board is hidden behind a few rather simple function calls:

Example 2.1: Code example for board setup

main() {
microenable my_processor;
fpga_design my_design;
unsigned long *access;
unsigned long value;

// initialize microEnable
initialize_microenable(&my_processor);

// load the hardware applet into memory
load_design(&my_processor, &my_design,"design_file.hap");

// now configure the FPGA
configure_fpga(&my_processor);

// memory map on microEnable
access = GetAccessPointer(&my_processor);

// access the FPGA
access[0] = 100; // write
value = access[0]; // read

}
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Table 2.4: Configuration times for microEnable

FPGA Time in ms

4013E 30

4028EX 90

4036EX 105

The distinction between load design() storing the configuration
bitstream into memory and configure fpga() performing the actual
configuration allows an effective exchange of FPGA designs during pro-
cessing. At the beginning of the application a few configuration bit-
streams are stored using load design(). During the execution of
the actual application the FPGA can be quickly reprogrammed using
configure fpga().

2.3.4 Hardware applets

A certain application running on the FPGA coprocessor is called a hard-
ware applet . The term not only refers to the FPGA configuration but
also comprises the software routines that allow the host software to
communicate with the coprocessor, a data basis for information like
the supported FPGA type, the maximum clock frequency, the available
address space, or the register (and their parameters implemented in
the FPGA). The user does not need additional information to run the
applet.

Hardware applets can be loaded in a very short time depending on
the FPGA size (Table 2.4).

2.3.5 Modes of operation

MicroEnable can be run in three different modes of operation that are
of particular interest for image processing applications.

1. Virtual mode. The short reconfiguration times of microEnable allow
dynamic switching between different hardware applets during the
run of an application. A complex image processing task is divided
into several subtasks implemented in an applet each. By dynami-
cally exchanging the applets the FPGA coprocessor behaves like a
much larger FPGA: it becomes “virtual hardware.” This mode en-
hances the capabilities of the FPGA coprocessor and saves hardware
resource costs. The virtual mode also can be combined with the two
modes that follow.
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2. The offline hardware accelerator mode. In the offline mode microEn-
able accelerates image processing algorithms on image data already
available in the PC’s main memory.

3. The online hardware accelerator and data grabber mode. In the
online mode microEnable has direct access to the external image
source. The source, usually a digital camera, is directly connected
to microEnable via a daughterboard. By appropriate programming
of the FPGA the processor acts like a conventional framegrabber.
Because the framegrabbing requires only a fraction of the FPGA re-
sources the processor additionally executes image processing as in
the offline mode. MicroEnable then combines the functionality of
a conventional framegrabber with real-time image processing capa-
bilities.

Because in the offline mode the image data are transferred twice
over the PCI bus, there is a potential bottleneck—in some algorithms
RAM system and FPGA are able to process the image at a higher rate
than that with which PCI can cope. This problem can be solved using
the online mode.

2.4 Programming software for FPGA image processing

The higher the FPGA complexity the more important are fast, reliable,
and effective programming tools. State-of-the-art are those hardware
description languages (HDL) that have been used in chip design for
years. The most common languages are VHDL and Verilog. Currently,
microEnable supports VHDL—the Verilog interface that was announced
in 1998.

For FPGA programming FPGA coprocessors introduce a new chal-
lenge due to their tight coupling to a CPU. Usually there is much interac-
tion between CPU and an FPGA coprocessor—the extreme is real hard-
ware/software codesign where the application is divided into a part
running on the FPGA coprocessor and one on the microprocessor. In
order to simulate this behavior correctly, a hardware/software cosim-
ulator is required. Because this feature is not supported by current
HDL tools a programming language called CHDL (C++ based hardware
description language) was developed.

A programmer using an HDL describes the architecture of a circuit
representing the application. Compared to the algorithmic description
used in common programming languages for software the level of ab-
straction is lower, thereby leading to a longer development time for a
given algorithm. Although there is an increasing effort to develop high-
level languages for FPGA coprocessors there is no commonly accepted
language today.
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The following sections describe the VHDL and CHDL programming
tools for microEnable. High-level language support is expected by the
end of 1998.

2.4.1 VHDL

The VHDL support of microEnable is a large library to be used with
any commercial VHDL compiler. A major part of this library includes
I/O modules like master and slave interfaces, DMA channels, and DMA
channels using a handshake protocol. For each of these modules there
exists a corresponding C routine from the Application Interface Library.
A programmer instantiating a DMA handshake module in his VHDL
code uses a corresponding DMA routine in his application software.
There is no need to deal with microEnable’s address space nor with the
timing and function of the local bus. This mechanism simplifies the
integration of hardware applets into the application software.

Another important class of modules are interfaces to microEnable’s
RAM system and the external connectors. There is no need for pro-
grammers to care about pinout or timing of the external RAM or inter-
faces. The VHDL library can be used with arbitrary VHDL synthesis and
simulation tools.

Compared to schematic entry, VHDL has advantages that relate to
its higher level of abstraction and optimal code reuse. Among the draw-
backs are the difficulty in generating optimized units exploiting special
features of the FPGA logic cells (usually this is only possible by com-
piler/vendor specific constraints) and the (usual) lack of a C interface
for simulation. While the first argument only applies to a limited class
of low-level library elements, the missing C interface is an important
drawback during verification of complex algorithms. The big problem
here is the verification of the hardware/software codesign—the inter-
action between the part running on the hardware and the application
software. To express this interaction in a VHDL testbench is a time-
consuming and hazardous enterprise.

2.4.2 CHDL

To solve the hardware/software cosimulation problem a new language
called CHDL (C++ based hardware description language) was devel-
oped. The syntax of CHDL is similar to common HDLs like ABEL or
Altera HDL. Anyone familiar with such languages will learn it in a cou-
ple of hours. CHDL is implemented in C++ classes. Only an ordinary
C++ compiler is required to run it.

Compared to VHDL the important advantage is testbench genera-
tion. The basic concept behind microEnable’s CHDL simulator is that
there is no difference between the testbench generation/verification
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and the final application software (i. e., the part controlling the hard-
ware). The whole testbench is written as a normal C++ program access-
ing microEnable’s internal address space, initiating DMA transfers, or
generating interrupts—exactly the way the application software com-
municates with microEnable. The important difference is that all ac-
cesses are redirected from the hardware to the simulator. Each access
defined in the testbench software will be translated into a clock cycle-
based animation of the defined CHDL program. Using this mechanism,
it is straightforward to transfer whole images (this may cover some
100,000 clock ticks) via a virtual DMA to the simulator, and to read the
processed image back into a buffer via another virtual DMA.

In order to verify the CHDL code the user can now compare this
buffer with expected results or simply display the resulting image on
screen. It is also possible to watch selected signals defined in CHDL on
a waveform display. For algorithms using microEnable’s external RAM
the simulator provides routines to virtually access the current content
of this memory.

This mechanism has three major advantages:

• The whole testbench generation and verification is programmed in
usual C++, which makes the simulation process fast and convenient.

• Even complex interactions between host software and the hardware
applet are easily simulated. This feature is very important for hard-
ware/software codesign, when applications are divided between the
host CPU and the FPGA hardware. This type of simulation is ex-
tremely difficult for VHDL testbenches where only the content of a
(C generated) test vector file is usually loaded into the simulator.

• The testbench generator software is identical to the software re-
quired to control the FPGA coprocessor during the run of the real
application. The simulator thus guarantees the correspondence of
the application control software with the simulated circuitry. For
complex hardware/software codesign applications the interaction
between coprocessor and software is not trivial.

These advantages speed up the development of applets strongly and
make simulation results more reliable.

In addition to the easy testvector generation CHDL provides the user
with the full C++ functionality. Instead of defining single modules it is
straightforward to declare whole classes of modules: Libraries thus
appear more like library generators.

Module respectively class definitions in CHDL are hierarchical to
any level. The language allows direct access to all special features of
FPGA cells including placement and routing constraints. This eases the
generation of highly optimized modules.
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The disadvantage, however, is the lower level of abstraction com-
pared to VHDL (e.g., there is no behavioral description). This drawback
is evident in practice mostly when state machines are defined. For this
reason a state machine generator was developed that allows state ma-
chines to be defined using a common switch case syntax.

The migration between VHDL and CHDL is simple. Code written in
CHDL can be directly exported to VHDL (for both synthesis and simu-
lation).

CHDL is available for the operating systems Linux, Solaris, and WinNT
4.0.

2.4.3 Optimization of algorithms for FPGAs

FPGAs offer the opportunity to design a hardware that is optimally
adapted to a specific problem. Thus the optimization of a given algo-
rithm for FPGAs has many more degrees of freedom than on a standard
microprocessor. Some of these possibilities are briefly outlined.

Multiple processing units. For each task it can be decided how many
processing units run in parallel and/or which topology of a pipeline is
the best choice. This includes the choice between a few rather complex
processing units and a network of simpler units.

Variable bit-length processing. On a standard microprocessor the
data types are fixed to multiple bytes. The integer arithmetic/logical
unit and multiplication units have a width of 32 bits or wider — much
wider than the data from imaging sensors. This waste of resources can
be avoided with FPGAs. The bit lengths of any processing unit can be
set no wider than the required depth. Thus it is possible to balance
speed versus accuracy as it is best suited for a given task.

Special processing units. A standard microprocessor knows only a
few standard types of processing units. For integer processing this in-
cludes an arithmetic/logical unit, a shifter, and a multiplication unit.
With FPGAs any type of special processing unit that might be required
for a specific task can be implemented. Such dedicated processing units
have a higher performance and/or consume fewer resources than stan-
dard processing elements.

Lookup table processing. While multimedia instruction sets have
considerably boosted the performance of standard microprocessors,
the computation of histograms and lookup table operations cannot be
accelerated by such instructions (see Chapter 3). These FPGA proces-
sors do not show this deficit. It is very easy to implement lookup table
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operations. They can be used for different operations such as multipli-
cation with a fixed constant, computing the square, square root or any
other nonlinear function.

2.4.4 Integration into a general software system

If an FPG processor is not used as a standalone system, it must be
integrated into a general software environment that coordinates the
processing on the FPGA with the host system. Basically, two concepts
are possible.

On the one hand, an FPGA image processing system that receives
data from an image source can be handled as a freely programmable
frame grabber (online hardware accelerator, Section 2.3.5). The FPGA
processor receives the raw image data, processes them and transfers
the processed data to the host. Thus the data flow is basically unidi-
rectional (except for downloading hardware applets to the FPGA dur-
ing initialization, Section 2.3.4). The host just controls the processing
mode, starts and stops the data flow, and directs the incoming data for
further processing.

On the other hand, one or multiple FPGAs could be used as copro-
cessors in a host system. In this case, the flow of data is much more
complex. The host sends the data to be processed to the FPGA proces-
sors and receives the processed data. This bidirectional data transfer
is much more difficult to handle—especially if several FPGA processors
run in parallel—and requires much more input/output bandwidth.

Thus the concept of the freely programmable frame grabber is by
far preferable. It is the method of choice provided that the FPGA pro-
cessor is powerful enough to process the incoming image data in real
time. This approach fits very well into the modern concepts for frame
buffers. Typically the software interface consists of two parts, a config-
uration utility and a device driver. The configuration utility is typically
an interactive software module that allows the user to configure the
frame grabber for the application. The user sets the camera to be used,
the image resolution, the trigger signals, etc. and saves these settings
in a configuration file. This configuration file is then loaded during ini-
tialization of the frame grabber and configures the frame grabber to
the preselected values. This concept is ideally suited to choose hard-
ware applets for FPGA processors (Section 2.3.4). At runtime one of
the processing modes built into the hardware applet including a pass-
through mode transferring the original image data to the host for direct
data control is selected. The mode and frequency with which the image
data are acquired and processed are controlled via standard routines
to grab and snap images as they are available in any frame grabber
software interface. Of course, it should also be possible to load a new
applet at runtime for a different type of application.
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With this concept it is also very easy to perform parallel processing
on the FPGA and the host. The software on the host just needs a number
of synchronization routines to perform further processing on the host
in sync with the incoming preprocessed image data. In addition, it is
necessary to direct the incoming preprocessed data into image objects
of the image processing software running on the host.

Such features are, for instance, built into the heurisko® image pro-
cessing system.4 In this software, objects can be allocated in such a way
that background transfer via DMA over the PCI bus is possible. Such
buffers can be individual images or image sequences that can be used
as image ring buffers. Background acquisition into such an object is
started by the AcqStart() instruction and stopped by the AcqStop()
instruction. With the AcqCnt() instruction it can be inquired how
many frames have been transferred since the last call to AcqStart().
AcqTest() inquires whether currently a processed frame is transferred
and AcqWait(n) waits until the next n frames are acquired. With these
commands it is easy to synchronize further processing with the incom-
ing preprocessed image data. As long as the capacity of the PCI bus is
not exceeded, the data streams from multiple FPGA processors can be
processed in this way.

2.5 Application examples

Since the first FPGA processors began to be used, many applications
were implemented, including many image processing algorithms. We
will concentrate here on several industrial applications in the field of
image processing implemented on microEnable during 1997 and 1998.
Exemplary applications, which can be used for online or offline analy-
sis (see the different operating modes of microEnable described in Sec-
tion 2.3.5), are image preprocessing, filtering, and JPEG compression.

2.5.1 Image preprocessing

Image preprocessing generally covers simple steps that process the ac-
quired image data for the actual image analysis. Usually these prepro-
cessing steps have to be performed directly after the image acquisition.
For this reason it is often important to execute image preprocessing
concurrently with the acquisition. Examples of image preprocessing
steps are:

1. Cut out of regions of interests.

2. Rotation by 0°, 90°, 180°, 270°.

4heurisko has been developed by AEON, Hanau, Germany in cooperation with the
University of Heidelberg (http://www.aeon.de).

http://www.aeon.de
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Figure 2.5: Data flow for 2-D convolution with a 5×5 binomial filter.

3. Scaling.

4. Reformatting, for example, the creation of BMP compatible pictures.

5. Color space conversion, for example, from RGB to YUV space or vice
versa.

The examples listed here were implemented on microEnable in the
scope of an industrial application. All subalgorithms were implemented
in a single hardware applet. With this standard configuration the func-
tionality of an average digital frame grabber is covered by the FPGA
processor.

However, the use of an FPGA processor, especially its reprogamma-
bility, offers some additional features. One is the possibility to extend
the described standard hardware configuration with user specific ap-
plications. This allows us to solve additionally user-specific image pro-
cessing steps on-the-fly. The user gains the high speed-up by executing
the application directly in hardware. Example applications are unusual
data formats or on-the-fly convolution for data filtering. Due to their
algorithmic structure these highly parallel or bit-shuffling algorithms
often can not be executed by software with sufficient speed. On the
other hand, these algorithms are too problem-specific for an ASIC so-
lution. The second feature is dynamic reconfiguration of the hardware,
that is, to load different hardware configurations sequentially. Instead
of a single one the user has several hardware setups at his or her dis-
posal.

2.5.2 Convolution

An important operation in digital image processing is convolution. In
what follows, we consider an implementation of a binomial filter for
microEnable. Binomial filters , typically used as smoothing filters (Vol-
ume 2, Chapter 7), belong to the class of separable filters—thus the
convolution can be separated in horizontal and vertical direction (Vol-
ume 2, Section 5.6).

The implementation of this filter consists of two concurrent pro-
cessing steps (compare Volume 2, Section 5.6.2, especially Fig. 5.7):
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1. The first unit is the filter pipeline in a horizontal direction. The
data are processed line-by-line as they are shifted through the fil-
ter pipeline. The lines convolved by the horizontal filter mask are
stored in bank 0 of the local memory (Fig. 2.5).

2. Concurrently to the horizontal convolution, the vertical convolution
takes place in the second filter stage. A vertical stripe equivalent to
the width of the vertical mask is read out from the intermediate
storage area in bank 0 and processed by a second, identical filter
pipeline. The results are stored in bank 1 of microEnable ’s local
memory (Fig. 2.5) and—in a consecutive step—readout per DMA to
the host again row by row.

This type of filter is excellently qualified for an implementation in
FPGAs. As already mentioned, the actual filter is implemented in a
pipeline, which can be built of many stages (ordinal of 8 or higher with-
out any problem). The execution speed is nearly independent of the
order of the filter operation. If the coefficients are constant, they are
implemented directly in hardware, if not, as loadable registers.

The implementation in microEnable achieves 50 MBytes/s through-
put with a 9×9 separable filter kernel, limited by the PCI bus band-
width. If the filter is used in an online mode avoiding the PCI bottleneck,
100 MBytes/s throughput is achieved. With 18 multiplications and 16
additions per pixel this corresponds to a sustained computing power
of 3400 MOPS. This it just about the peak performance of a 400 MHz
Pentium II with MMX instructions (Section 3.4.2, Table 3.4). The real
performance on this platform is, however, only about 300 MOPS, 10
times slower than the FPGA (Section 3.6, Table 3.6).

To implement several filters serially, a ping pong mode is possible,
where data is transferred and processed from one memory bank to the
other and vice versa. Exploiting the possibility of reconfiguration, the
hardware can be adapted to any arbitrary filter combination. Because
of the parallel implementation, the execution time for two sequential
separable filters in microEnable is the same as for a single one (however
the number of required resources is higher).

2.5.3 JPEG compression

The JPEG is the most popular lossy compression standard for still im-
ages [16]. The data flow of the JPEG compression algorithm is shown
in Fig. 2.6. It is based on a discrete cosine transform (DCT) of the image
(to reduce the 8×8 pixels). The JPEG exploits the fact that the DCT co-
efficients representing high image frequencies can be suppressed with
minor effects to the overall image quality. This is done in the second
processing step called quantization. The computed DCT coefficients
are divided and rounded to integer numbers, in which the divisor is
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larger for higher DCT frequencies. Usually this step results in long
sequences of zero values. The quantized values are now compressed
using traditional compression methods like Huffman coding.

The complexity of the algorithm is dominated by the DCT requir-
ing 16 concurrent MACs (multiply and accumulate) per pixel5. Due to
the nature of the quantization step there is no need for floating point
arithmetic.

The JPEG implementation on microEnable reaches an overall data
throughput of 18.3 MBytes/s running at 30 MHz on an XC4036EX. This
covers processing time, data transfer to and from memory, and addi-
tional tasks like rotation and format conversions. The implementation
also fits into an XC4028EX but is limited to 9.8 MBytes/s. Programming
was done in VHDL with a development time of 12 weeks.

2.6 Conclusions

Today’s fast growth of FPGAs in both speed and complexity makes
FPGA coprocessors a very interesting solution for image processing.
In suitable applications microEnable is able to outperform traditional
CPUs by at least one order of magnitude. The announced one million
gate FPGAs will make this advantage even higher.

The problem of highly complex FPGA coprocessors is more on the
side of programming languages. To develop applications for such large
devices in an acceptable amount of time, high-level languages are ur-
gently needed. This is underscored by our experience with a quite so-
phisticated algorithm like JPEG.
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3.1 Introduction

From the machine and computer vision that began in the late 1970s, a
rich tradition of hardware-oriented approaches to vision problems has
evolved (Section 11.2) because general purpose hardware was simply
not powerful enough for the demands of real-world computer vision
tasks. This approach also had serious deficiencies and turned out to
be a significant obstacle to more rapid progress.

First, it takes considerable effort to implement a certain algorithm
on a dedicated hardware platform. The developers have to acquire
knowledge of the platform and the development tools before they can
write even a single line of code. Moreover, the development environ-
ment is normally much less comfortable and user friendly than on stan-
dard platforms. Secondly, a specific hardware platform has quite a
short lifetime and may be of use only for a certain class of applications.
Thus, a large fraction of development time is wasted just in reimple-
menting code from one platform to another. The opportunities for
reusing code are minimal. The constant pressure to adapt algorithms
to new hardware hinders a quick transfer of new and more powerful
algorithms from research to applications. Moreover, developers are re-
luctant in implementing complex algorithms because it takes too much
effort.

The swift change in the machine vision industry away from dedi-
cated industrial computer architectures based on VMEbus systems to
standard PC-systems (Section 11.5) seems to indicate that standard
hardware has become powerful enough to handle real-world vision
tasks. The advantages of using standard hardware for computer vi-
sion tasks are obvious. The hardware is cheap and powerful and user-
friendly development tools are available, which means that portable,
modular and reusable software development is possible.

Thus it is timely to perform a systematic analysis of standard hard-
ware platforms for computer vision tasks. We will focus on the recent
development that integrates multimedia instruction sets into main-
stream processors. What is the impact of this development on signal
processing and computer vision? We will analyze all major instruc-
tion sets including Sun’s visual instruction set (VIS), Intel’s multimedia
instruction set (MMX), AMD’s 3DNow , Digital’s MVI , and Motorola’s Al-
tiVec .

In Section 3.2 a quantitative approach is taken to evaluate standard
computer architectures for signal processing by analyzing the comput-
ing performance and data transfer capabilities. Section 3.3 introduces
the SIMD-principle for pixel processing implemented with all of the
multimedia instruction sets, and Section 3.4 gives a detailed compar-
ative analysis of the instruction sets. Finally, Section 3.5 discusses
how efficiently various basic signal processing algorithms can be im-
plemented with SIMD architectures.
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Table 3.1: Peak performance of floating-point arithmetic of the Intel micro-
processor family (after [1, 2]); the number of clocks refers to the throughput; if
the duration (latency) is different from this figure, the latency of the operation
is added in parenthesis

Year Processor Clock
rate

Add Add Mul Mul

[MHz] [Clocks] [MFLOPS] [Clocks] [MFLOPS]

1978 8087 4.7 70-100 0.055 130-145 0.034

1982 80287 12 70-100 0.141 90-145 0.102

1985 80387 33 23-34 1.16 25-37 1.06

1989 80486 100 8-20 7.1 16 6.3

1993 Pentium 166 1(3) 167 2(3) 83

1997 Pentium MMX 233 1(3) 233 2(3) 116

1998 Pentium II 400 1(3) 400∗ 2(5)∗ 200∗

∗ separate execution units for addition and multiplication

3.2 Signal processing performance of microprocessors

Since its invention the development of the microprocessor has seen an
enormous and still continuing increase in performance. A single num-
ber such as the number of millions of operations per second (MOPS) or
millions of floating-point operations per second (MFLOPS) or the mere
clock rate of the processor does not tell much about the actual perfor-
mance of a processor. We take a more detailed approach by analyzing
the peak computing performance, the bus data transfer rates, and the
performance for typical signal processing tasks.

3.2.1 Peak computing performance

In evaluating the computing performance of a microprocessor the peak
performance for an operation has to be strictly distinguished from the
real performance for certain applications. The values for the peak per-
formance assume that the data to be processed are already contained
in the corresponding registers (or primary cache). Thus, the whole
chain of transfer from the main memory to the registers is ignored
(Section 3.2.2). The peak performance value also assumes that all in-
structions are already in the primary program cache and that they are
set up in an optimum way for the specific operation. Thus, it is a rather
hypothetical value, which will certainly never be exceeded. When one
keeps in mind that real applications will miss this upper theoretical
peak performance limit by a significant factor, it is still a useful value
in comparing the performance of microprocessors.
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Table 3.2: Peak performance of integer arithmetic of the Intel microprocessor
family (after [1, 2]); the number of clocks refers to the throughput; if the duration
(latency) is different from this figure, the latency is added in parenthesis; note
that the values for the processors with MMX instructions do not refer to these
instructions but to the standard integer instructions

Year Processor Clock Add Add Mul Mul

[MHz] [Clocks] [MOPS] [Clocks] [MOPS]

1978 8086 4.7 3 1.57 113-118 0.04

1982 80286 12 2 6 21 0.57

1985 80386 33 2 16.7 9-22 2.13

1989 80486 100 1 100 13 7.7

1993 Pentium 166 1/2∗ 333 10 16.7

1997 Pentium MMX 233 1/2∗ 466 10 23.3

1998 Pentium II 400 1/2∗ 800 1 (4) 400

∗ 2 Pipelines, 2 ALUs

The peak performance of microprocessors can easily be extracted
from the technical documentation of the manufacturers. Table 3.1
shows the peak performance for floating-point arithmetic including
addition and multiplication of the Intel microprocessor family . From
the early 8087 floating-point coprocessor to the Pentium II, the peak
floating-point performance increased almost by a factor of 10,000. This
enormous increase in performance is about equally due to the 100-fold
increase in the processor clock rate and the reduction in the required
number of clocks to about 1/100.

Significantly lower is the performance increase in integer arithmetic
(Table 3.2). This is especially true for addition and other simple arith-
metic and logical operations including subtraction and shifting because
these operations required only a few clocks on early microprocessors.
The same is true for integer multiplication up to the Pentium genera-
tion. The number of clocks just dropped from about 100 down to 10.
With the Pentium II, the throughput of integer multiplications is 1 per
clock, effectively dropping down the duration to 1 clock.

Thus, low-level signal processing operations that are almost exclu-
sively performed in integer arithmetic do not share in the performance
increase to the extent that typical scientific and technical number
crunching applications do. In fact, the much more complex floating-
point operations can be performed faster than the integer operations
on a Pentium processor. This trend is also typical for all modern RISC
processors. Although it is quite convenient to perform even low-level
signal and image processing tasks in floating-point arithmetic, a 32-bit
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Registers

64 bits

400 MHz
3200 MB/s

Primary
data cache

64 bits

200 Mhz
1600 MB/s

Secondary
data cache

64 bits 32 bits

100 Mhz 33 Mhz
800 MB/s 132 MB/s

Video

Disk

PCI bus

RAM

Figure 3.1: Hierarchical organization of memory transfer between peripheral
storage devices or data sources and processor registers (Pentium II, 400 MHz).

floating-point image requires, respectively, 4 and 2 times more space
than an 8- or 16-bit image.

3.2.2 Data transfer

Theoretical peak performances are almost never achieved in signal pro-
cessing because a huge amount of data has to be moved from the main
memory or an external image data source such as a video camera to the
processor before it can be processed (Fig. 3.1).

Example 3.1: Image addition

As a simple example take the addition of two images. Per pixel only
a single addition must be performed. Beforehand, two load instruc-
tions are required to move the two pixels into the processor registers.
The load instructions require two further operations to increase the
address pointer to the next operands. After the addition, the sum has
to be stored in the destination image. Again, an additional operation
is required to increase the address to the next destination pixel. Thus,
in total six additional operations are required to perform a single ad-
dition operation. Moreover, because the images often occupy more
space than the secondary cache of a typical microprocessor board,
the data have to be loaded from the slow main memory.

One of the basic problems with modern microprocessors is related
to the fact that the processor clock speed has increased 100-fold, while
memory bus speed has increased only 10-fold. If we further consider
that two execution units typically operate in parallel and take account
of an increase in the bus width from 16 bits to 64 bits, the data transfer
rates from main memory lack a factor of five behind the processing
speed as compared to early microprocessors. This is why a hierarchical
cache organization is of so much importance. Caching, however, fails
if only a few operations are performed with a large amount of data,
which means that most of the time is wasted for data transfer.

Example 3.2: Image copying

Copying of images is a good test operation to measure the perfor-
mance of memory transfer. Experiments on various PC machines re-
vealed that the transfer rates depend on the data and the cache size.
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Copying data between images fitting into the second level cache can
be done with about 180 MBytes/s on a 266-MHz Pentium II. With large
images the rate drops to 80 MBytes/s.

A further serious handicap of PC image processing was the slow
transfer of image data from frame grabber boards over the AT bus sys-
tem. Fortunately, this bottleneck ceased to exist after the introduction
of the PCI bus. In its current implementation with 32-bit width and
a clock rate of 33 MHz, it has a peak transfer rate of 132 MB/s. This
peak transfer rate is well above transfer rates required for real-time
video image transfer. Gray-scale and true color RGB video images re-
quire transfer rates of 6–10 MB/s and 20–30 MB/s, respectively. With
well-designed PCI interfaces on the frame grabber board and the PC
mother board sustained transfer rates of up to 80–100 MB/s have been
reported. This transfer rate is comparable to transfer rates from the
main memory to the processor.

Standard personal computers have reached the critical threshold
for real-time image data transfer. Thus, it appears to be only a ques-
tion of time before standard digital camera interfaces are introduced
to personal computers (Section 11.6.2).

3.2.3 Performance of low-level signal processing

The peak computing performance of a processor is a theoretical figure
that cannot be reached by applications coded with high-level program-
ming languages. Extensive tests with the image processing software
heurisko showed that with optimized C programming the following
real performances can be reached: 20-30 MFLOPS on a 166-MHz Pen-
tium; 50-70 MFLOPS on a 200-MHz Pentium Pro; and 70-90 MFLOPS on
a 266-MHz Pentium II. The integer performance is even lower, espe-
cially multiplication which took 10 clocks on a Pentium and more on
older processors. This is why only half of the floating-point perfor-
mance could be achieved. Further tests revealed that with assembler
optimized coding of the inner loops of vector functions only modest ac-
celerations would be gained. Usually, the speed-up factors are smaller
than 2. These performances do not allow sophisticated real-time image
processing with rates of 6-10 Pixels/s.

3.3 Principles of SIMD signal processing

3.3.1 History

The discussion at the end of the previous section clearly showed that
standard microprocessors still do not have sufficient computing power
for real-time low-level image processing tasks. If we analyze the mi-
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croprocessor architecture we find two basic problems that limit the
performance of such algorithms:

• Processing units that are built to perform computations with 32- to
80-bit numbers are used to perform computations with 8- to 16-bit
image data; and

• 64-bit buses transfer only 8- to 16-bit data.

This severe mismatch of the standard microprocessor architecture
for signal processing was recognized early and has also led to the de-
velopment of dedicated digital signal processors (DSP). Such processors
still play a significant role in highspeed and real-time signal and image
processing.

There is, however, also a long-standing trend in including digital
signal processing as an integrated part into standard microprocessors.
By the end of the 1970s, Texas Instruments had built a freely pro-
grammable graphics processor, the TMS34010. This processor had 32-
bit registers that could process pixels of 1 to 32 bits [3]. The trick
was simply to pack as many pixels as could fit into one register and to
process them in parallel. With special graphics instructions it was pos-
sible to perform simple arithmetic and logical operations between two
pixels and to address them either linearly or directly in an xy address-
ing mode. Unfortunately, it was not possible to perform multiplication
and shift operations. Thus, the instruction set was not suitable for even
simple image processing algorithms such as convolutions.

The concept of performing the same operation with multiple pix-
els in a single register is a type of parallel processing known as single
instruction, multiple data processing (SIMD). Like the TMS34010, the
Intel i860 RISC processor also included SIMD pixel instructions that
were only suitable for simple graphics operations (Z buffering, Gouraud
shading) but not for signal processing. The first full-fletched SIMD pixel
processing engine was developed by Motorola for the 88110 RISC pro-
cessor [4]. Unfortunately, before this processor could be used in sys-
tems, the PowerPC had already succeeded it.

3.3.2 Multimedia instruction sets

A basic problem with these early designs was that there was no main-
stream application that justified its development. Also, memory ca-
pacities and prices were still too high to allow mainstream applications
to use visual data. This all changed with the multimedia wave and the
advent of inexpensive high-capacity memory chips. This time the work-
station manufacturer Sun was first. They included the visual instruction
set (VIS) in the UltraSPARC architecture [5, 6]. Shortly after, Intel an-
nounced in spring 1996 the multimedia instruction set (MMX) [2, 7, 8].
In the second half of 1996 prototypes were available for developers and
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Figure 3.2: Data types for multimedia instruction sets.

in January 1997 the P55C was the first Pentium processor with the MMX
instruction set.

Meanwhile, multimedia instruction sets have become a mainstream
development area for microprocessor architecture. The Pentium II is
the second Intel processor to include the MMX instruction set. The
AMD included the MMX into their K6 processor [9] and introduced in
May 1998 the K6-2 with an extension of the MMX instruction set called
3-DNow! that extends the SIMD principle to 32-bit floating-point arith-
metics [10, 11]. Likewise, Cyrix included MMX in the MII processor and
has plans similar to those of AMD to extend the MMX instruction set.
It is expected that Intel will also soon come out with an extension of
MMX.

Similar trends can be observed for other architectures. DEC plans to
include a motion video instruction set (MVI) into the Alpha chip. In June
1998, Motorola announced the AltiVec instruction set for the PowerPC
processor family [12].

3.4 Comparative analysis of instruction sets

In this section a detailed comparison of the available multimedia in-
struction sets is performed. The comparison includes Sun’s VIS, Intel’s
MMX, AMD’s 3-DNow!, and Motorola’s AltiVec. DEC’s motion video in-
struction set is not further considered because it is a highly dedicated
instruction set with only a few instructions to compute the sum of abso-
lute differences, compute minima and maxima, and pack/unpack pixels
specifically targeted to improve motion video compression [13].

3.4.1 Registers and data types

All multimedia instruction sets except for Motorola’s AltiVec work with
64-bit registers (Table 3.3). The AltiVec instruction set uses 32 128-bit
registers. Because multiple pixels are packed into the multimedia reg-
isters a number of new data types were defined. The following data for-
mats are supported by all instruction sets: packed bytes (8 bits), packed
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Table 3.3: Comparison of the register sets for several multimedia instruction
sets

Feature MMX 3-DNow! VIS AltiVec

Number of registers 8 8 32 32

Width (bits) 64 64 64 128

Number of packed bytes 8 8 8 16

Number of packed words 4 4 4 8

Number of packed doublewords 2 2 2 4

Number of packed floating-point
doublewords

- 2 - 4

words (16 bits), packed doublewords (32 bits) (Table 3.3, Fig. 3.2).
Packed 32-bit floating-point doublewords are supported by the 3-DNow!
and AltiVec instruction sets. The processors of the Intel family have
only 8 multimedia registers, while the RISC architectures from Sun and
Motorola are much more flexible with 32 registers [5].

The Intel MMX registers are mapped onto the floating-point register
set. This approach has the advantage that no changes to the architec-
ture were applied that would have caused software changes in operating
systems for exception handling. The disadvantage is that floating-point
and MMX instructions cannot be carried out simultaneously. With the
extension of the MMX instruction set to include packed 32-bit floating-
point arithmetic—as with AMD’s 3-DNow! instructions and probably
also with Intel’s MMX2—this disadvantage is disappearing.

The 64-bit multimedia registers double the width of the standard
32-bit registers of 32-bit microprocessors. Thus twice the number of
bits can be processed in these registers in parallel. Moreover, these
registers match the 64-bit buses for transfer to the main memory and
thus memory throughput is also improved.

3.4.2 Instruction format and processing units

The structure of all the various multimedia instructions reflects the
basic architecture into which they are implemented. Thus the MMX
instructions (and extensions of it) are two-operand instructions that
are all of the same form except for the transfer instructions:

mmxreg1 = op(mmxreg1,mmxreg2|mem64) (3.1)

Destination and first operand is an MMX register; the first operand
is overwritten by the result of the operation. This scheme has the
significant disadvantage that additional register copy instructions are
required if the contents of the first source register has to be used
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Table 3.4: Comparison of the peak performance of various implementations
of multimedia instruction sets for 16-bit integer arithmetics. The three given
numbers are: number of processing units, number of operations performed in
parallel, number of clocks needed per operation. If the duration (latency) of
the operation is different from the latter, the latency of the operation is added
in parenthesis. The values for additions are also valid for any other simple
arithmetic and logical instruction.

Year Processor Clock Add Add Mul Mul

[MHz] [MOPS] [MOPS]

1997 Pentium MMX 233 2 · 4 · 1 1864 1 · 4 · 1(3) 932

1998 AMD K6 300 1 · 4 · 1 1200 1 · 4 · 1 1200

1998 Pentium II 400 2 · 4 · 1 3200 1 · 4 · 1(3) 1600

1998 AMD K6-2 333 2 · 4 · 1 2667 1 · 4 · 1(2) 1333

more than once. The second operand can either be an MMX register
or an address to a 64-bit source. Thus—in contrast to classical RISC
architectures—it is not required to load the second operand into an
MMX register before it can be used. One exception to the rule men-
tioned here are shift operations. In this case the shift factor can be
given as a direct operand.

The visual instruction set of Sun’s UltraSPARC architecture is a clas-
sical three-register implementation. Most instructions have one desti-
nation and two source registers:

visreg1 = op(visreg2,visreg3) (3.2)

This has the advantage that no source register is overwritten saving
register copy instructions.

The AltiVec instruction set announced in June, 1998 is even more
flexible. It allows instructions with one destination and up to three
source registers.

The Intel P55C processor has a duration for all MMX instructions
of just one clock Intel [2]. All arithmetic, logic and shift operations
also have a latency of only one clock. This means that the results are
immediately available for the instructions executed in the next clock
cycle. Only the multiplication instructions show a latency of 3 clocks.

Both the Pentium P55C and the Pentium II have the following MMX
processing units: two MMX ALUs, one MMX shift and pack unit, and
one MMX multiplication unit. Because the MMX processors have two
execution pipelines and four MMX execution units (two ALUs, a multi-
plier, and a shift unit) chances are good that two MMX instructions can
be scheduled at a time. For simple instructions such as addition, this
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results in a peak performance of 1864 and 3200 MOPS on a 233-MHz
MMX Pentium and a 400-MHz Pentium II, respectively (Table 3.4).

The performance figures for the AMD processors are quite similar.
Although the K6 has only one MMX processing unit and thus can only
schedule one MMX instruction at a time, the multiplication instructions
do not show any additional latency. For integer operations, the AMD
K6-2 is quite similar to the MMX Pentium with the exception that the
multiplication instructions have a latency of only two clock cycles (Ta-
ble 3.4).

The AMD K6-2 processor initiates the second wave of multimedia in-
struction sets extending SIMD processing to 32-bit floating-point num-
bers [10]. Two of them are packed into a 64-bit register. This paral-
lel processing of only 32-bit floating-point figures still requires much
less hardware than a traditional floating-point processing unit that pro-
cesses either 80-bit or 64-bit floating-point numbers. Moreover, it can
share much of the circuits for 32-bit integer multiplication. This ex-
tension brings 32-bit floating-point arithmetic to a new level of perfor-
mance. With a throughput of 1 operation per clock cycle and the paral-
lel execution of addition/subtraction and multiplication operations, the
peak floating point performance is boosted to 1333 MOPS, way above
the peak performance of 200 and 400 MFLOPS for floating-point multi-
plication and addition of a 400-MHz Pentium II.

No implementation of the AltiVec instruction set is yet available,
so no detailed consideration can be made yet. Because of the 128-bit
registers, however, it is evident that this architecture is inherently two
times more powerful at the same processor clock speed and number of
processing units.

3.4.3 Basic arithmetic

Integer arithmetic instructions include addition, subtraction, and mul-
tiplication (Table 3.5, Fig. 3.3). Addition and subtraction are generally
implemented for all data types of the corresponding instruction set.
These operations are implemented in three modes. In the wraparound
mode arithmetic over- or underflow is not detected and the result is
computed modulo the word length.

This behavior is often not adequate for image data because, for ex-
ample, a bright pixel suddenly becomes a dark one if an overflow oc-
curs. Thus a saturation arithmetic is also implemented often for both
signed and unsigned values. This means that if an over-/underflow
occurs with an operation, the result is replaced by the maximum/mini-
mum value.

Multiplication is implemented for fewer data types than addition
and subtraction operations and also not in saturation arithmetics (Ta-
ble 3.5). In the MMX instruction set multiplication is implemented only
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Table 3.5: Basic arithmetic multimedia instructions

Instruction set 8 bits 16 bits 32 bits 32 bits
float

Addition/Subtraction

Sun VIS W, US, SS W, US, SS W -

Intel MMX W, US, SS W, US, SS W -

AMD MMX & 3-DNow! W, US, SS W, US, SS W Y

Motorola AltiVec W, US, SS W, US, SS W Y

Multiplication

Sun VIS W (8×16) W - -

Intel MMX - W - -

AMD MMX & 3-DNow! - W - Y

Motorola AltiVec W, US, SS W, US, SS - Y

Multiply and Add

Intel MMX - Y - -

AMD MMX & 3-DNow! - Y - -

Motorola AltiVec W, US, SS W, US, SS - Y

The abbreviations have the following meaning: US unsigned saturation arithmetic;
SS signed saturation arithmetic; W wraparound (modulo) arithmetic; Y yes.

for packed 16-bit pixels in three variants. The first two store only either
the 16 high-order or low-order bits of the 32-bit multiplication result.
The third variant adds the 32-bit multiplication results pairwise to store
two 32-bit results in two doublewords.

3.4.4 Shift operations

Shift operations are available with packed data types in the very same
way as for standard integers. Thus, logical (unsigned) and arithmetic
(signed) shifts with sign extension are distinguished. With the MMX
instruction set shift operations are not implemented for packed bytes
but only for packed words and doublewords and for the whole 64-bit
word. In this way packed data can be shifted to other positions within
the register. Such operations are required when data not aligned on
64-bit boundaries are to be addressed.
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Figure 3.3: MMX a addition and b multiplication instructions.

3.4.5 Logical operations

Logical operations work bitwise so it is not required to distinguish any
different packed data types. Logical operations simply process all bits
of the register. The MMX instruction set includes the following logical
instructions: and, or, and exclusive or xor. In addition, a special and
operation is available where the first operand is negated before the
and operation. Motorola’s AltiVec instruction set includes also a nor
instruction and Sun’s VIS knows in total 8 types of logical instructions.

3.4.6 Comparison, minimum, and maximum operations

Comparison operations are normally used to set flags for conditional
branches. The comparison operations in multimedia instruction sets
are used in a different way. If the result is true, all bits of the corre-
sponding element that have been compared are set to one. If the result
is false, all bits are set to zero. In this way a mask is generated that
can be used for subsequent logical operations to select values on con-
ditions and to compute minima and maxima without any conditional
jumps that would stall the execution pipeline.

The MMX instruction set includes only greater and equal comparison
operations as does Motorola’s AltiVec instruction set. While the MMX
instructions are only implemented for signed packed 8-, 16-, and 32-
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Figure 3.4: MMX a unpack and b pack instructions.

bit data, the AltiVec instructions are implemented for both signed and
unsigned data types. Sun’s VIS instruction set is much more flexible.
All standard comparison instructions including greater than, greater
equal, equal, not equal, less equal, and less than are implemented.

The MMX does not include any direct instructions to compute the
minimum or maximum of two packed data words. Such instructions
have been added for packed floating-point data with the 3-DNow! in-
struction extension. The AltiVec instruction set incorporates minimum
and maximum instructions for both packed signed and unsigned inte-
gers and for packed floating-point data.

3.4.7 Conversion, packing, and unpacking operations

Conversion instructions convert the different packed data types into
each other. Such operations are required because arithmetic operations
must often be performed with data types wider than the width of the
input data. The multiplication of two 8-bit values, for instance, results
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in a 16-bit product. Operations that increase the width of packed data
types are called unpack operations (Fig. 3.4a). They are implemented
as versatile merge operations by interleaving the packed data in the
lower-order or higher-order word of two multimedia registers in the
destination register.

Instructions that decrease the width are known as pack instructions
(Fig. 3.4b). They take the packed data from two multimedia registers
and truncate the bitlength to the half. The MMX instruction set includes
only pack instructions with signed and unsigned arithmetic. The Al-
tiVec instruction set also has modulo pack instructions.

3.4.8 Transfer operations

The load and store instructions of standard instruction sets work only
with the standard bitlength of the integer registers. Therefore these
instructions cannot be used to load and store the wider multimedia
registers. With the MMX instruction set 32 and 64 bits, that is, a double
or a quadword can be moved from and to memory. The quadword move
instructions are the most efficient instructions because they utilize the
full bus width with a single instruction.

These wide move instructions cause, however, an alignment prob-
lem. If an address is not aligned on a 64-bit boundary, which is normally
the case with 8-, 16-, and 32-bit data types, memory access is slowed
down. In order to take full advantage of the MMX instructions, it is
necessary to align the data correctly. This requires a number of careful
considerations detailed in the corresponding Intel manuals [2].

3.5 SIMD algorithms for signal processing

In this section we will discuss which classes of signal processing algo-
rithms can be performed and how efficiently this can be done. This
includes the following classes of operations: point operations, global
transforms, convolution, gray-scale morphology, segmentation, binary
morphology, classification, and neural networks.

3.5.1 Point operations

Any type of point operation can efficiently be performed with SIMD
algorithms because all pixels can be processed in parallel. It is just
required to perform a scan that includes all points of a D-dimensional
signal and to perform the operation point by point.

Example 3.3: Image accumulation
The following code fragment shows the inner loop of a point operation
that adds an 8-bit image to a 16-bit image in Intel MMX inline assembly
code.
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pxor mm7, mm7 // Set register mm7 to zero

vsbadd1:
// Load 4 x 4 pixels from 8-bit source into the
// low-order doubleword of registers mm0 - mm3

movd mm0, [esi]
movd mm1, [esi+4]
movd mm2, [esi+8]
movd mm3, [esi+12]

// Unpack from 8 bits to 16 bits, add to destination
punpcklbw mm0, mm7
paddw mm0, [edi]
punpcklbw mm1, mm7
paddw mm1, [edi+8]
punpcklbw mm2, mm7
paddw mm2, [edi+16]
punpcklbw mm3, mm7
paddw mm3, [edi+24]

// Save in destination
movq [edi], mm0
movq [edi+8], mm1
movq [edi+16], mm2
movq [edi+24], mm3

// Increment addresses and check loop counter
add esi, 16
add edi, 32
sub ecx, 1
jg vsbadd1

This loop contains 20 instructions that add per loop scan 16 pixels
of the 8-bit source image to 16 pixels of the 16-bit destination image.
As some instructions run in parallel (e. g., punpcklbw and paddw), the
loop should take efficiently about one clock per pixel. On a 400-MHz
Pentium II, it should thus run with a rate of 400-MPixels/s. This per-
formance could, however, be achieved only if all source and destina-
tion data were available in the primary cache. Because this is never
possible with image data, the performance of such a simple operation
is rather limited to the maximum possible sustained memory trans-
fer from and to the main memory. If we assume that the effective
memory transfer rate is in the order of 100 MB/s and count only the
load operations (3 bytes/pixel), the performance is slowed down by
one order of magnitude to about 30 MPixels/s.

The preceding example shows that simple operations are memory-
transfer limited. In other words, many more operations per pixel can be
performed before the computing power of the multimedia instruction
set limits the throughput.

There are two classes of operations that are related to point op-
erations but cannot be accelerated by SIMD instructions: lookup table
operations and the computation of histograms. Common to both op-
erations is an additional indirection. The value of a variable is used to
compute the address of the lookup table or the address of the element
in the histogram that is to be incremented. Because of the content-
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dependent addresses, these operations cannot be performed with SIMD
instructions.

This is a serious limitation of the current multimedia instruction
sets. Lookup tables are a central element for low-level image and signal
processing that is part of the hardware of any frame grabber but can
be used for incoming data only [14]. With a lookup table any function
can be implemented. Especially useful are lookup tables for dyadic
point operations with two operands. With such a lookup table any
dyadic operation—including multiplication, division, magnitude of a
2-D vector, etc.—can be computed.

3.5.2 Global transforms

In contrast to point operations, global transforms such as the discrete
Fourier transform (DFT) (Volume 2, Section 3.3) compute each element
of the transform from all elements of the input data. Nevertheless it is
possible to implement such transforms efficiently by SIMD algorithms.

We will show this with the example of the 2-D fast Fourier trans-
form algorithm. The 2-D DFT can be parted into a 1-D row and a 1-D
column transform (Volume 2, Section 3.4.2). The key point then is that
multiple rows and columns can be transformed in parallel. In essence
this leads to an inner loop with the multiplication of a complex scalar
with a complex vector. This operation can efficiently be implemented
with the multimedia SIMD instructions. The real and imaginary part of
the constant are loaded into the multimedia registers and multiplied
with the vector. The MMX pmaddwd instruction can be used to perform
one complex multiplication with four real multiplications and two real
additions in a single clock cycle.

It is, however, still awkward to implement an FFT algorithm in 16-bit
integer arithmetic. Either significant roundoff errors are introduced or
block-floating techniques are required. Thus the recent extension of
multimedia instructions to 32-bit floating arithmetic by AMD’s 3DNow!
or Motorola’s AltiVec are very useful for algorithms such as the FFT.

3.5.3 Convolution

Convolution or linear shift-invariant filtering is one of the most im-
portant neighborhood operations in signal processing (Volume 2, Sec-
tion 5.3). There are several ways to execute convolution operations
efficiently with an SIMD architecture. We demonstrate one here. A 1-D
convolution can be written as

g′n =
R∑

n′=−R
hn′gn−n′ or g′ =

R∑
n′=−R

hn′Sn′g (3.3)
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where the shift operator Sn′ shifts the vector g by n′ elements. Thus
the inner loop consists of the following basic operation

g′ = g′ +hn′Sn′g (3.4)

A vector is multiplied with a constant and the result accumulated in
another vector. This operation is repeated for all nonzero coefficients
of the convolution sum. This way to execute a convolution operation
is efficient as long as the vectors fit into the primary cache.

The true problem for this operation is caused by the shift of the
input vector. The multimedia instructions require that the data are
aligned on 64-bit boundaries. While it is easy to align the beginning of
vectors and image rows at this boundary, the vector becomes dealigned
because of the pixelwise shift. Thus additional shift operations are
necessary with the pixels packed into the multimedia registers slowing
down the overall performance of convolution operations.

3.5.4 Gray-scale morphology

Gray-scale morphology requires the computation of the minimum or
maximum of vector elements for erosion and dilation operations (Vol-
ume 2, Chapter 21). With standard instruction sets, the computation of
minima and maxima requires comparison operations and conditional
branches.1 As these branches cannot be predicted they permanently
cause slow-down of the executing stream.

Multimedia instruction sets either use comparison instructions that
generate masks for the computation of minima and maxima with logical
operations or include these operations directly. The following example
shows the MMX assembly code in the inner loop of a vector maximum
routine.

Example 3.4: Maximum computation with MMX instructions

This routine uses the greater than comparison instruction pcmpgtw
to mask the elements that are greater. This mask is used to cut out
(and operation) the greater values in the first operand and the negated
mask to cut out the greater values in the second operand. A subse-
quent or operation combines all maximal values. In the following
code fragment of the inner loop of the maximum routine, eight 16-bit
integer pixels from two vectors are processed per loop scan.

m1:
movq mm0, [esi]
movq mm1, [esi+8]
movq mm2, [edi]
movq mm3, [edi+8]

1Recently conditional move instructions have been added to standard instruc-
tion sets (e. g., for the PentiumPro and Pentium II processors) that avoid conditional
branches.
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movq mm4, mm0
pcmpgtw mm4, mm2 // mm4 = 1st mask
movq mm5, mm1
pcmpgtw mm5, mm3 // mm5 = 2nd mask
pand mm0, mm4
pandn mm4, mm2
por mm0, mm4 // mm0 = maximum
pand mm1, mm5
pandn mm5, mm3
por mm1, mm5 // mm1 = maximum
movq [edi], mm0
movq [edi+8], mm1
add esi, 16
add edi, 16
dec ecx
jg m1

3.5.5 Global segmentation

A global segmentation operation is also a point operation and as such
can easily be implemented by the comparison instructions discussed
in Sections 3.4.6 and 3.5.4. With the aid of shift operations it is also
possible to generate a binary image in an efficient way.

It is not possible to accelerate edge-oriented segmentation opera-
tions with SIMD algorithms because such an operation is inherently
serial. Compact codes for binary objects, such as the runtime length or
chain code, likewise cannot be generated from image data with SIMD
algorithms.

3.5.6 Binary morphology

Morphological operations on binary images require bitwise logical op-
erations (Volume 2, Chapter 21). If binary images are stored with one
bit per pixel, 32 pixels can be packed into a standard register and 64
or 128 pixels in a multimedia register. Thus operations with binary im-
ages are considerably faster than with gray-scale images because many
pixels can be processed in one register in parallel. The acceleration
factor is, of course, not equal to the number of bits in the registers, be-
cause misalignments of the bits require additional shift operations and
the composition of a bit string from two bit strings. For standard 32-bit
registers, it is still to be expected that binary images can be processed
about 10 times faster than gray-scale images.

For the implementation of binary morphological operations with
multimedia instruction sets an additional acceleration by a factor of
two or four, depending on the register width of the multimedia reg-
isters as compared with the width of the standard registers, can be
achieved.
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3.5.7 Classification; neural networks

Finally, we discuss various classification algorithms and operations with
neural networks. For the reasons discussed in Section 3.5.1, lookup ta-
ble operations cannot be accelerated with SIMD instructions. Two other
types of classification techniques are more suitable, box classification
and minimum distance classification.

Box classification requires two comparison operations for each di-
mension of the boxes that model the clusters in feature space [14].
These comparisons can be performed in parallel and can thus be com-
puted efficiently on packed data. Minimum distance classification is
based on the computation of the distance between the P -dimensional
feature vector m and the cluster centers mq:

d2
q =

∣∣m−mq
∣∣2 =

P∑
p=1

(mp −mq)2 (3.5)

This operation can also be implemented efficiently with SIMD opera-
tions provided that the dimension of the feature space is large enough.

The basic and computationally most expensive operation of neural
networks is the accumulation of the weighted input values (Volume 2,
Chapter 23):

g′ =
P∑
p=1

wpgp (3.6)

Mathematically it is equivalent to an inner or scalar product between
the weight vector w of the neuron and the input vector g. This op-
eration can be computed efficiently in parallel using, for example, the
multiplication-addition instruction (Section 3.4.3) of the MMX instruc-
tion set.

Usually, the output of the neuron is transformed by a nonlinear
function and then used as a final output or the input for further neurons
(Volume 2, Chapter 23). This is an operation that is typically performed
with a lookup table and thus cannot be accelerated, as discussed in
Section 3.5.1, by SIMD instructions.

3.6 Conclusions and outlook

This chapter concludes after an analysis of the possible peak perfor-
mance of multimedia instructions in Section 3.4 and of the implemen-
tation of typical low-level signal processing algorithms on SIMD multi-
media architectures in Section 3.5 with some results from benchmarks
computed with the image processing software heurisko on various PC
platforms. The benchmarks are also available on the CD.
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Table 3.6: Performance of image processing operations optimized with MMX in-
structions. The performance is given in MPixels/s for both MMX disabled (-MMX)
and MMX enabled (+MMX). All image sizes are 512×512

Operation Pentium 166 MHz Pentium II 266 MHz

-MMX +MMX -MMX +MMX

Addition/Multiplication C = f(A,B):

Addition, 8-bit 11.0 49.3 77.5 143

Addition, 16-bit 7.4 23.4 24.3 32.4

Multiplication, 8-bit 6.0 38.8 65.4 121

Multiplication, 16-bit 5.5 23.3 23.7 32.5

Accumulation A = A+B:

8-bit to 16-bit 9.8 29.9 49.5 78.7

8-bit to 32-bit 9.6 16.7 16.7 26.3

16-bit to 32-bit 8.4 14.0 16.2 22.3

Convolution:

with 1/4[1 2 1] 2.4 22.7 8.4 42.6

with 1/16[1 2 1, 2 4 2, 1 2 1] 1.1 10.4 2.8 18.9

Laplace 1.3 10.4 5.0 28.6

Sobel 1.4 10.4 4.4 26.7

with 1/16[1 4 6 4 1] 1.4 15.8 4.6 29.4

with 5×5 mask 0.3 4.1 1.0 7.8

Erosion and Dilation:

with 3×3 mask 1.5 10.7 4.1 23.6

with 5×5 mask 0.6 4.3 1.9 9.3

From Table 3.6 can be seen that up to 400 MOPS can be reached with
modern standard processors. Thus, more complex real-time image pro-
cessing (10 MPixels/s) with up to 40 operations per pixel—for example
a convolution with a 5×5 mask—is possible.

In this chapter, modern multimedia architectures were discussed.
The analysis showed clearly that low-level signal processing algorithms
are accelerated well beyond the usual steady increase in computing
power. This development was not initiated by the signal processing
or computer vision community but by a new mainstream multime-
dia trend. However, as sophisticated algorithms are also required for
sound processing and video compression, the architectures proved to
be very suitable for all kinds of low-level signal and image process-
ing algorithms. The continuous development of multimedia architec-
tures indicates that further significant progress can be expected in this
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field, which will accelerate the computing power for signal processing
faster than for general purpose number crunching. It can thus also be
expected that some weaknesses of the current architectures (such as
missing support of lookup table operations) will be removed and that
more efficient handling of alignment problems and non-SIMD instruc-
tion types will be incorporated into future architectures.
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4.1 Introduction

4.1.1 Developing specialized components for a host system

The image processing functionality needed in a specific domain, for ex-
ample, radiology, consists of an invariant and a variable part. All image
processing functionality that aims at interpretation or manipulation of
the semantics of the image make up the variant part of the system. This
part changes for every new application in the domain. It is obvious that
a radiology department will need a different set of image processing
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tools for the analysis of magnetic resonance1 (MR)-mammograms than
for the volumetric calculations in computer tomography (CT) images of
the upper abdominal area. In these examples the end users are clinical
radiologists. Their requirements are expressed in terms of the clinical
cases they want to treat and that is exactly the way in which the software
solution offered to them should be addressed and organized by the de-
velopers. This obvious observation calls out for specialized modules
of a system that target each different problem in an application do-
main even if there are functional overlaps among them. The fact that a
region-growing algorithm probably would be used in parts of more than
one case does not justify collecting all possible functions, integrating
them into one monolithic system, and installing it in the site of an end
user. This attempt to a priori cover all possible scenarios by structur-
ing the end-user system in terms of image processing functionality in-
creases the work load and decreases the acceptability. Such solutions
cannot be integrated into everyday clinical routine. Creating special-
ized components addressing specific problems instead of all-purpose
systems enforces user-centered design and developments as well as
encapsulation of overcomplicated functionality, which is feasible only
when a concrete and restricted application domain is addressed.

The invariant part of domain-oriented image processing systems
deals with the image handling. Image handling means image retrieval,
display, contents-preserving functionality like gray-level manipulations,
zooming and similar visual information enhancements, storage and
transfer. Although the core of each application should vary for each
case this part should be uniform and used in an intuitive way. A de-
tailed analysis of the work situation should be carried out and the re-
sulting system should contain a domain specific visual vocabulary, that
is, domain specific elements, terms, interactions etc. as shown by Gul-
liksen and Sandblad in [1]. If this visual vocabulary is formalized ap-
propriately as shown in Section 4.4.4, other systems may adapt to it—
thus resulting in a uniform look-and-feel for all applications of image
processing in a specific domain or at least in one end-user site.

The invariant part of an image processing application may be used
as a framework to host components addressing specialized issues. Thus
a viewing station in a radiological department may be extended to in-
clude modules for the analysis of CT image-series of the liver, or digital
mammography etc. Then the main task of the image processing spe-
cialist would be to extend an existing host system by a new module
in a system-conforming way to address a new application. This gives
software development for image processing applications a new dimen-
sion, which can be accomplished with the existing software technology.
However, an infrastructure for this kind of development is needed.

1For magnetic resonance imaging see Volume 1, Chapter 22.
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There are two central aspects in this domain-specific kind of soft-
ware development that are not supported by conventional software en-
gineering environments. First of all there are no systems that can adapt
their outcome to conform with one or more given host systems. This
is a task that has to be taken care of by a developer, thus leading to
delays because of the time needed to become acquainted with the host
system and the target characteristics, as well as the permanent limita-
tions in the development of a solution. The second aspect is that the
software components created or used for the assembly of the new ap-
plication module can only be viewed, in such an environment, as yet an-
other piece of software with no specific characteristics. The description
of an image processing component as such contains many more char-
acteristics than a generalized software component, which contributes
numerous advantages, among them the easier retrieval of the correct
component to use.

The latter is a more general problem of software development. Code
reuse is supported by current programming paradigms, for example,
object-orientation, but the problem that remains to be treated is the
acquisition of the appropriate code to be reused. The same problem
arises on higher abstraction levels as well, especially when trying to
locate the appropriate set of software parts to reuse. This is a problem
that can only be efficiently tackled in domain specific environments.

Since the generalized software development tools fail to success-
fully support the development of image processing components there
is a need for dedicated solutions. The creation of new development en-
vironments for each branch is for a number of reasons not the optimal
solution. The most important reason is that all developers have se-
lected their preferred tools and put them together into a development
environment. Introducing a new solution that can handle at least the
same problems in a more domain-oriented way will definitely cause a
steep learning curve and require many releases and person-years be-
fore it can be used in an efficient way. The person-years required will
certainly include interdisciplinary knowledge ranging from compiler
theory to advanced image processing and further to radiology or any
other application domain.

We will introduce an alternative approach for the development of
components for image processing systems by presenting an informa-
tion architecture that can be used to extend existing development en-
vironments with domain specific parts. This information architecture
(or recently more often referred to as infotecture) will itself be imple-
mented as a series of components that can be added to any existing
development system that follows the object-oriented paradigm.

The overall scenario for the application of object-oriented software
engineering in computer vision applications is shown in Chapter 5. We
use the concepts presented there to create components for imaging
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applications especially in the medical imaging domain. Components in
our context can be thought of as software building blocks containing
an algorithmic body along with a graphical user interface description
and suggested parameter values for operation in a specific data context,
for example, medical data. The algorithmic body can be created in any
programming language. In Chapter 6, a generic solution for the creation
of algorithms by means of parameterized types is presented. The use
of such techniques enhance reuse not only at the component level, but
also at the level of algorithmics in a specific programming environment
(higher granularity reuse).

4.1.2 Requirements

An architecture for the support of image processing development
should comply with a series of requirements. The need for a domain-
oriented character of such an architecture has been emphasized in the
previous section and is definitely one of the obvious requirements.
Another quite obvious prerequisite is the reduction of “noise” during
development, speaking in terms of information theory, that is, all activ-
ities not directly associated to the problem under consideration. This
leads to a reduced cognitive load for the developer and should also
lead to productivity enhancement. Many developers are very produc-
tive with a development tool after a long period of working with it. The
learning curve for such systems is very steep. This is a reason for rejec-
tion of such a system. For the architecture presented here we declared
minimal learning effort as one of the basic claims.

The solution to be developed should be considered as added-value
software engineering for image processing and should coexist with ex-
isting development environments instead of replacing them. Because
we decided to use innovative software engineering techniques this as-
pect can only be adhered to in part. Development systems that are not
based or do not support such techniques cannot be supported by such
an architecture.

As the major improvements of any development tool can only be
carried out after the first release we proclaim the extensibility of the
architecture itself as a major goal. The list of requirements for the ar-
chitecture that should support the development of customizable image
processing systems can be summarized as follows:

• inclusion of domain-oriented aspects;

• reduction of the cognitive load for the developers;

• optimal learning curve;

• coexistence with other development utilities;

• innovative software engineering concepts; and

• extensibility, adaptability.
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4.2 State of the art

There are many options already available that support the develop-
ment of image processing at various levels. At the lowest level there
are the dedicated function libraries. There are obvious disadvantages
inherent in this approach. The use of such libraries requires a compre-
hensive documentation that is often not given. Function libraries are
a simple collection of algorithms with no meta knowledge apart from
a written documentation, and thus not accessible to retrieving the ap-
propriate algorithms. Capturing a sequence of algorithms in a function
library covers only small parts of the development, leaving out interac-
tion schemas, structural descriptions, etc.

At a higher abstraction level there are the all-round development en-
vironments. The amount of such tools has reached dimensions that
make their archiving necessary (as seen in many professional sites in
the World Wide Web). Valaer and Babb classified systems for the cre-
ation of user interfaces in their article [2] but their classification can
be used very well for software development environments in general.
These environments do not support domain specific development. Al-
though the systems falling into the category of Computer Aided Soft-
ware Engineering (CASE) environments promise a drastic reduction of
development efforts they are not used widely due to many reasons rang-
ing from complexity to compatibility as shown in Iivari [3].

There have been some efforts directed at creating round domain-
oriented development environments. In the framework of the Advanced
Informatics in Medicine (AIM) Program of the European Commission
a group of European scientists designed an environment for the easy
creation of ward information systems [4] containing an image process-
ing related part [5]. The development environment covered all aspects
needed for the creation of such a system, varying from natural language
processing to advanced image processing and visualization. Innovative
concepts were used and the overall scenario of distributed development
was a forerunner of many later developments. The main disadvantage
of that attempt was the complexity of the architecture. The output of
the project was functionally successful but “oversized.”

A widely used category of tools for image processing applications
are the so-called data visualization environments like AVS, Khoros and
IDL. These systems are definitely helpful tools for the advanced user
who is familiar with image processing and computer vision. They help
to visualize data in a way that may be better evaluated but cannot lead
to user-friendly software applications installed in end-user sites.
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4.3 Identifying the development phases of a dedicated
image processing module

In order to identify the components needed to add to existing develop-
ment environments we start with the presentation of a possible work-
flow to be supported. This workflow has the goal of distinguishing all
activities of a developer that are not yet supported by common envi-
ronments and can be supported by a completing architecture.

Step 1. Inspect the new data. We assume that the starting point of
the development process is the establishment of a contact between the
end-user and the developer. The end-user expresses the wish for a new
application for a specific domain. After the identification of the goals
of the system the developer launches the production process. The first
activity involves becoming familiar with the new data material. There-
fore the developer might want to look up either anecdotal experiences
of colleagues or information found in the literature. Subsequently a sta-
tistical evaluation (unary statistics mainly) could give a first impression
of how the data compare to previous cases. The features statistically
evaluated may vary from simple gray-level information to texture prop-
erties. Often, if the goal of the system is the segmentation of specific
image parts, the developer manually creates a resulting image and tries
to identify characteristics of the target object to be located compared
to the surrounding areas.

Step 2. Select the appropriate algorithmic material. After the inspec-
tion of the image material the developer looks for possible algorithms
in his/her “arsenal” or the ones of the team members that seem most
appropriate for the task to be addressed. This requires good knowl-
edge of image processing and documentation, preferably in a uniform
way, of practical experience using algorithms from every developer.
The selection of the algorithms can sometimes take place according to
technical criteria concerning the implementation of the algorithm, es-
pecially when the developer has a clear idea of the way the problem has
to be approached, and sometimes according to more abstract criteria,
for example, all algorithms that detect areas etc.

Step 3. Apply the selected algorithms on the data. Algorithms that
stand as candidates for integration in the final system need to be tested
with the image material under consideration. The most important as-
pect is the selection of the optimal parameter values. Many image pro-
cessing algorithms are highly parametric, which makes their applica-
tion very difficult and the test phase relatively complicated. The tests
are simplified when using a simple graphical user interface for exper-
imenting with parameter values, as dedicated graphical user elements
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Figure 4.1: The development scenario to be supported by the component archi-
tecture.

(e.g., sliders etc.) allow faster access, and the display of the resulting
images is the only appropriate feedback for the effects of the algorithm
application.

Step 4. Plugging algorithms together to create a module. When a satis-
factory solution is achieved the resulting module needs to be integrated
in a host application. Without any tool support this results in systems
engineering in which the developer tries to adjust the results of the pre-
vious steps to a given system design. This last stage in the development
cycle requires advanced knowledge of software engineering concepts,
graphical user interface implementation, and ergonomics.

The foregoing steps were identified after a work situation analysis of
image processing developers in our department and may vary from site
to site. We describe them at a high abstraction level in order to cover a
maximum of possibilities. These steps result in aspects that need to be
addressed in a domain-oriented development environment. We identi-
fied on the basis of these steps the following components that need to
be added to software engineering systems in order to sufficiently sup-
port the elaboration of a dedicated image processing module aimed at
integration with a customizable host system.
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4.4 Components of the architecture

The architecture can be subdivided into four basic components aimed
at supporting the activities identified in the previous section. The
“heart” of the architecture has to be a medium for the storage and re-
trieval of image processing algorithms and subcomponents in a flexible
way. As this component contains a description of the image processing
algorithms themselves (meta-information from the developer’s point of
view) used for their structured administration we call this component
a repository.

The simple statistical evaluation of the image properties in order
to become acquainted with the new data is a process we decided to
support in the architecture. The reason is that most developers had
to create new evaluation algorithms that would produce data-output
usable by existing statistics systems. Such a component could offer a
series of predefined statistical evaluation functions that could be acti-
vated or deactivated according to the needs of the developers.

The estimation of optimal parameter sets is a time consuming activ-
ity. The outcome of this activity is a valuable experience regarding both
the used algorithmic and image material. We decided to support this
activity by providing the developer with a facility for the storage and
retrieval of parameter sets for certain algorithms and images and, fur-
thermore, with the means to have initial values calculated automatically
(when there are no stored values). The process of creating components
for a customizable host system cannot be completed until a graphical
user interface for the variation of the parameter values and the inter-
action with the host system is created. For this task we introduced a
new component in the architecture dealing with the creation of such
user interfaces based solely on the image processing algorithms with
no extra effort required from the developer.

4.4.1 Repository

The central part of the proposed architecture is the algorithm repos-
itory . It is the means for storing and retrieving data in a structured
way according to more than just technical criteria. The repository con-
sists of two parts. The first part is the model describing the elements
that may be stored in it. This description can be thought of as meta-
information because it is information about the actual image processing
algorithms. The second part maps the structure to a database manage-
ment system using an abstract database connection interface.

There have been many attempts recently to create meta-information
facilities and description formalisms, especially with respect to the
description of object-oriented systems. The widely spread Microsoft
repository enables developers to reuse software components in various
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development systems and environments, is based on Active-X technol-
ogy, and uses SQL database mechanisms for the storage and retrieval
of the components [6]. Unisys has developed the universal repository
[7], which is compliant with the OMG-MOF standard.

There are also three standardization attempts in this area. The best
known standard in the field of repositories and meta-information mod-
eling is CDIF (Computer-Aided Software Engineering Data Interchange
Format) [8]. CDIF evolved out of the need for the use of software pieces
or systems created with different CASE Tools. Each CASE tool used to
store the information about the software in a different format caused
incompatibilities when porting from one CASE tool to the other. Thus
the standardization committee tried to create a description for the han-
dling of meta-information. Another standard aligned to CDIF is OMG-
MOF (Object Management Group, Meta Object Facility) as described in
[9]. The MOF is a CORBA-based facility concentrating on the exchange
of meta-information. And finally there is the MDIS standard (Meta Data
Interchange Specification).

All approaches and standardization attempts concentrate on a high
level of abstraction; the goal is to capture the semantics of general
purpose software development. We aim at the handling of specialized
software in the image processing domain, thus a different approach
to meta-information representation is needed. Apart from this fact,
the approaches mentioned herein contain an inherently high degree of
complexity.

We created a new model for image processing algorithms by spe-
cializing the concept of a software building block. We treat a software
building block as a unit consisting of an algorithmic part and an ac-
cessing interface. A sequence of image processing algorithms can be
viewed as a specialization of software building blocks. Each sequence
of algorithms contains at least one image processing algorithm. Each
algorithm consists of a signature and a body. The signature of an al-
gorithm is the set containing the name of the algorithm, the parameter
set, and the return value. By this information any algorithm can be
identified in a unique way. That is the reason for the introduction of
the term signature to describe this specific context. Every parameter,
as well as the resulting value, may underlie given constraints regarding
their value range.

Each algorithm can be applied in a specific context. A special form
of an algorithmic context is the execution context, for example, the
hardware platform for which an algorithm was made, the programming
language the algorithm was implemented in, whether it is only a func-
tion, or a ready-to-use executable or an applet etc. Another specialized
form of a context is the data context. Some algorithms can operate only
on specific image data. An example coming from the medical domain
would be the application of an algorithm on ultrasound image material.
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Figure 4.2: A small part of the class diagram of the repository in the UML
notation.

Algorithms of that kind sometimes cannot be used on CT or MR images.
There are algorithms that can only be applied on images if some char-
acteristics are given, for example, contrast-enhanced imaging during
acquisition.

The herein presented part of the model is shown in Fig. 4.2 in the
UML notation [10]. The structure has been simplified in order to cap-
ture the most important aspects of the image processing description
without exploiting too many disturbing details.

This description allows an easy query of algorithms according to
many criteria. All properties of the classes shown in the model can be
used as a keyword for a search. Thus they help the less experienced de-
velopers trace more functions in a shorter period of time and advanced
developers “remember” relevant algorithms that do not belong to their
“everyday toolkit.” The querying of the stored algorithms may be car-
ried out in several ways. One way is to use an application programmer’s
interface (API) and programmatically access and query the repository.
An alternative approach is the use of a dedicated and well-designed
query module that connects to the repository and enables the devel-
oper to transparently access the material stored and select the most
appropriate parts.

There are three basic tasks that a developer wants to carry out when
connecting to the repository. Apart from the query of the components
there is also the need to introduce new components, update, replace,
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or remove existing ones. Therefore, the query module consists of three
different task groups.

A vital aspect is the testing of the algorithms. Even after a success-
ful search for algorithms according to the desired criteria, there should
always be a way to access and test the components using visual feed-
back. Additionally, every time a developer enters a new algorithm into
the repository a graphical representation for that algorithm should be
created in order to call the newly entered algorithm a software building
block according to our definition. We explicitly support the creation of
a graphical user interface based solely on the declaration of the underly-
ing algorithm and discuss the solution to this problem in Section 4.4.4.

The information structured by the model shown here needs to be
persistently stored, that is, beyond the execution time of the system.
Therefore, either the file-system or a database should be used. This
would mean a mapping of the forementioned described model to a
dedicated database model. We decided to avoid any proprietary so-
lution by binding to a specific database provider by using an abstract
database connection interface. Those chosen were the widely spread
Object Database Connectivity (ODBC) by Microsoft [11] and the more
recent JDBC for Java [12], which is a superset of ODBC, containing a
so-called “bridge” to it. By using one of these possibilities (in our case
the latter), the code to access a database management system remains
unchanged even if the underlying database is replaced by another one.
The one prerequisite for such flexibility is the support of the CLI stan-
dard (Call Level Interface introduced by X/Open) on the side of the
database providers. However, most providers support both possibili-
ties. The basic reason for the use of an abstract database connection
is the existence of databases in image processing groups, which could
be used for the repository as well.

4.4.2 Statistical image analysis component

When new image material needs to be analyzed or a different problem
needs to be solved, the data to be used has to be examined in order
to identify collective trends that might lead to a generalized solution.
This approach is very common, especially when the data has to be seg-
mented. The developers try to identify unique characteristics of the
object to be located or all criteria that will lead to a separation from
the surrounding pixels or voxels. This is a procedure that can be sup-
ported by a development environment.

In order to help the developer gain a first impression of the con-
sistency of the data, the proposed architecture is expanded by a com-
ponent that offers customizable data exploration by means of unary
statistics. The task of this component is rather trivial and concentrates



64 4 Customizable Medical Image Processing Systems

on the simple and easy application of selected measurements and an
adequate presentation of the results.

Several criteria of the image scenery can be evaluated. The compo-
nent can be configured to calculate a series of characteristics (e.g., the
mean or median gray value, the bounding box or the center of inertia
of binary objects, or the numeric result of virtually every evaluation
algorithm that is contained in the repository etc.) and produce an out-
put that is adequate for displaying or further processing with the most
common statistical systems or spreadsheets. The component can apply
the measurements on native or preprocessed data. All operations on
the data are done to avoid erroneous assumptions. An example of use
is the investigation of contrast-enhanced CT images of the liver. In or-
der to identify invariant characteristics of the liver a small collective of
image series was preprocessed, that is, manually segmented into liver
and non-liver areas. The statistical evaluation component was config-
ured to measure the variation of the bounding box, the actual volume
of the segmented liver tissue etc. in order to obtain measurements for
subsequent processing.

4.4.3 Optimal parameter value estimation component

One of the most time-consuming activities of an image processing de-
veloper after the selection of possibly applicable algorithms is the esti-
mation of the optimal parameter values for the specific image material
under consideration. This task requires extensive testing and experi-
mentation with different parameter settings.

The work presented here is very much dependent upon a given do-
main, for example, the medical imaging domain. Other parts of the
architecture presented here can be easily transferred to virtually any
computer vision application, either as is or after slight modifications.
The component for the parameter-value estimation requires domain-
specific knowledge that makes it almost impossible to keep it when mi-
grating to other application areas as presented in this volume. For that
purpose the complete parameter-value estimation component needs to
be replaced.

One possibility is to lookup existing values in case the algorithm
had already been applied to similar image material. We introduced a
link between the algorithm and the image material in the repository
model in order to be able to store information on the known uses and
restrictions of the stored algorithm. This is a way of capturing valuable
image processing experience in a formalized way. The retrieval of the
appropriate parameter sets, if available, takes place in a domain specific
way, that is, the criteria for the lookup are obtained from the descrip-
tive fields of the image header, which is assumed to be in the DICOM
format (Digital Imaging and Communications in Medicine as described
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in [13]). Although many vendors of medical imaging equipment still
do not fully support the DICOM standard introduced by the National
Electrical Manufacturers Association (NEMA) the tendency is towards
a broader use of the standard in more and more medical imaging de-
vices. A standard conform header contains information regarding the
imaging modality, the scenery, the conditions of acquisition, etc.

Unfortunately in the majority of the cases there is no information
available about optimal parameter values for a specific algorithm when
applied to given image material with a defined purpose (e.g., the op-
timal settings for a region-growing algorithm for the detection of an
organ in T1-MR images using a defined imaging sequence). Therefore a
possibility for the quick estimation of initial parameter values should
be offered to the developer. This problem has been tackled by many
research teams especially in the area of knowledge-based image under-
standing. Our goal is to roughly estimate a parameter set that will serve
as a good starting point for a given task.

We developed a radiological information base that describes the
properties of anatomical regions in medical images [14]. In Fig. 4.3a
graphical query component for the retrieval of radiological and imaging
knowledge stored in the database is shown. Therefore a model similar
to the one in the repository was developed, and all known values and
properties for organs in medical imaging modalities were stored in the
database. When a developer enters a new algorithm in the repository
he/she has the option to link the parameters of the algorithm to imag-
ing properties found in this database. A typical example is a gray-level
region growing algorithm. The selection of the upper and lower gray
values affects the size of the object. If the developer tries to use an
algorithm for the detection of an organ, for which the links between
parameters and imaging properties have been established, the system
can assist the developer by making a first suggestion. For this purpose
an arbitrary set of values is calculated within the allowed range for each
parameter and the algorithm is applied on the image. The resulting ob-
ject is compared to the expected organ using a simple heuristic fuzzy
evaluation schema that evaluates the following aspects:

• size of the segmented object relative to the borders of the body;

• center of inertia of the segmentation result;

• extent of the segmented object;

• orientation;

• connectedness (holes in the segmentation result); and

• homogeneity (gray-value based).

If the result does not satisfy the criteria formulated in terms of fuzzy
rules, than a new parameterization is launched. The values are modi-
fied according to the results of the forementioned measurements. Thus



66 4 Customizable Medical Image Processing Systems

a b

Figure 4.3: a The graphical interface for the region-oriented search in the
radiological database and b the spatial relations of a selected object as well as
its imaging properties for a given modality, which can be queried by means of
an API as well (see also /movies/movie1.mov).

if the extent of the object and its relative size are not compliant with the
expected values to a very high degree, the upper and lower gray limits
will be modified accordingly. The procedure is sketched in Figure 4.4.

The latter way of estimating optimal parameter values is a heuristic
approach that has not yet been proven to be effective in a sufficient
number of cases. Its experimental character is accompanied by another
disadvantage, that is, the lack of enough heuristic rules for all imaging
modalities and anatomic regions.

4.4.4 Creation of graphical user interfaces

As mentioned, one of the central aspects of the selection of the appro-
priate algorithmic material is the ability to test visually the effects on
the data under consideration. Therefore graphical user interfaces (GUI)
are needed. Developers of medical image processing systems are often
not familiar with the process of creating user interfaces, which is a very
complicated and time-consuming one. Thus many times the developers
concentrate on the creation of any interface to their functions, which
is a complicated process, ignoring basic ergonomics.

This is a very important stage in the support process of the devel-
oper as this is the aspect for which a maximum gain is expected. The
goal is the creation of a configuration interface for each component; by
that we mean an interface for obtaining the values of the parameters
from the image or an entry of the user and a facility for applying the
algorithm. An automated support is feasible. There have been many
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Figure 4.4: After the initial values are applied, a series of measurements are
carried out (evaluation) and combined by means of a simple fuzzy inference in
order to decide on a recalculation of the parameter values or termination.

attempts to automate the system generation and create a complete sys-
tem on the basis of a semiformal or even a natural language description
such as in [15] and [16]. The aim of existing research work is towards
general purpose systems and concentrates on the automation of the
software system generation as in [17].

An algorithm is applicable through its signature. Thus the signature
can be used as the basis for an automatic creation of a user interface
description for any imaging algorithm. We parse the source code file
of the algorithm and detect the declaration line. Then the declaration
is parted into a name, a return value, and the parameter list. The types
of the parameters have to be known to the system and there should be
a parser for the given language. For each type a description is created,
for example, integer, real, binary, image, file-descriptor, text, array etc.
This description can be converted using a lookup table to associate the
description with a given element. Thus for the display and manipu-
lation of numeric types, both integers and reals, one could use a text
field displaying the current value for the parameter with two arrows
for increasing and decreasing the value (the increment is different for
a real and an integer). The final creation of the graphical elements can
be done using a default set or according to a description for the tar-
get system. This means that any system that wants to retrieve image
processing algorithms from the repository and integrate them as spe-
cialized modules should provide the repository with a description of
its look-and-feel. This description is the code for the creation of these
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elements in a binary dynamic link format and can be implemented in
any programming language.

The creation of dedicated elements for each parameter is a very
straightforward approach and does not take into consideration impor-
tant aspects of user interaction. If, for instance, a series of parameters
describe the seed point of a region growing algorithm, then it would
be very inefficient to ask the user for manual input instead of a mouse
click in the image series that would obtain the values in a much more
efficient way. Therefore we introduced the concept of an interaction
pattern. We call an interaction pattern the way the user interacts with
the algorithm configuration interface in order to pass the parameter val-
ues. We identified the three basic interaction patterns as follows: the
simple interaction consists of value entries using dedicated elements.
The interaction with multiple sources consists of some value entries us-
ing dedicated elements and some entries obtained by a mouse-click in
the image. The third interaction pattern supports a combined interac-
tion as the second pattern, extended by the possibility to use multiple
input images.

For an algorithm like the Sobel operator the simple pattern would
be sufficient. A region-growing algorithm requires a seed point in the
image. For such an algorithm the option of using mouse interaction is
very valuable. Logical combinations between images, such as the AND
operation, require a series of input images in order to create an output.
For this case the third interaction pattern should be used. In Fig. 4.5
these cases are displayed in a stand-alone version of a test editor. This
test editor can be launched when the interface is created in order to test
whether the automated creation procedure completed successfully or
in order to test the application of the algorithm on the given data.

The interaction patterns as well as the types that the system can
handle can be extended with not much overhead due to the way the
system is implemented as discussed in Section 4.5.1.

The creation of the interface can be carried through either when the
algorithm is inserted in the repository, or when it is being retrieved, if
the interface description does not already exist. Should the algorithm
be implemented in a programming language other than the ones known
to the parsing module of the component or contain types that cannot
be associated to graphical descriptions, it is always possible to use a
manual configurator, which will create elements on demand out of a
predefined palette.

The information stored in the repository is a meta description of
what elements should be used for the creation of the interface. There
is a conversion mechanism to the look-and-feel of any host application.
Every host application implements a different look-and-feel, for exam-
ple, use of different elements for the modification of numeric values,
support of mouse-clicks in the image or not, coordinates returned after
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a

b

Figure 4.5: A stand-alone test editor hosts the result of the GUI generation. In a
the created interface for the Sobel operator is displayed using the simple inter-
action pattern while in b there are two images displayed for the AND operator.



70 4 Customizable Medical Image Processing Systems

a mouse-click etc. In order for the repository to be able to convert to
a target look-and-feel it is necessary to provide it with a description of
the elements and the interactions supported by the host application.
Otherwise the meta- description will be converted into the default look
using the simple interaction pattern.

4.5 Implementation of the architecture

All components of the architecture are implemented in different stages
ranging from an “alpha-release” of the parameter estimation compo-
nent to the advanced version of the creation of the user interfaces.
Isolated tests for each component of the architecture were carried out
at our department.

For all components we used object-oriented technology and pro-
gramming languages. The repository is currently implemented in Small-
talk and is accessible through a low-level TCP/IP interface (socket con-
nection). For the time being we port it to Java in order to take advantage
of Web-based accessing (querying) and the abstract database connec-
tion interface. All other components are implemented in C++.

4.5.1 Implementation techniques

One of the prerequisites for the architecture was extensibility and con-
figurable use. The best possible implementation was in form of object-
oriented frameworks. Frameworks are the advancement of the pro-
cedural libraries followed by the class libraries and the event-loop sys-
tems; these have been around for longer than a decade but became more
popular in the past few years after the boom of object-orientation and
resulted in a series of numerous frameworks as shown in [18]. With
object-oriented frameworks a new way of program development was
introduced by providing more than a collection of functions like the
procedural libraries and a set of classes and they went further than the
event loop-systems that supplied the developer with restricted prede-
fined functionality.

Object-oriented frameworks are object collection with integrated in-
teractions and cover the generic parts of given domains; in this context
we use the term domain for both application domains, for example,
desktop publishing, financial administration etc. and software develop-
ment aspects that include parallel and concurrent programming, graph-
ical user interfaces etc. The developer can use a framework (depending
on its implementation) as is or configure it to match better the specific
requirements of his/her tasks. Configuration can have different mean-
ings starting from the subclassing and ranging to the replacement of
entire parts. The ways the frameworks can be expanded are prede-
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fined. The parts of a framework that are used for its configuration are
called hot-spots and their identification is crucial to the flexibility of
the framework as defined by Pree [19].

Three components of the described architecture are implemented
as frameworks in C++:

• The graphical user interface generation component can be extended
to include more datatypes than are currently available. The parser
is currently identifying algorithm-signatures in C files (and partly
C++). Through subclassing further languages can be processed as
well.

• The statistical evaluation component can host any number of evalu-
ation techniques. The created output supports currently only a lim-
ited number of spreadsheet and statistical systems. The extension
in the given hotspots can extend the possible generated outcomes
of the evaluations.

• The parameter estimation component can handle specific rules de-
fined by means of a simplistic fuzzy inference engine implemented
in Smalltalk. The inference mechanism is also easily extendible to
cover further formalisms.

For the creation of the frameworks we followed the development
proposal made by Roberts and Johnson [20]. In their work they identify
the tasks needed for the successful creation of object-oriented frame-
works in terms of a so-called pattern language [21].

4.5.2 A sample use of the architecture

We used the interactive segmentation and volumetry system VolMeS,
which was developed in our department, as an application scenario for
the architecture. The reason for this choice was the complexity level
of the system: the system uses sophisticated image handling mech-
anisms although presenting itself to the user as an easy-to-use sys-
tem. The image processing algorithms in the system are treated as
distinct instances and can be configured. The ergonomic criteria used
for the development of the user interface lead to a well-defined user-
interaction schema. The complexity is not too high for a first feasibility
study though, because VolMeS is implemented as a single-process sys-
tem restricted to the segmentation and volumetric measurements of
medical image series and avoids visualization and communication as-
pects, which we wanted to ignore in the first release of the architecture
implementation.

The system is parted in distinct functional areas as can be seen in
Fig. 4.6. In the upper part a navigational and selection element com-
mon to many medical imaging systems is displayed. In the middle area
there are three parts to be seen. The leftmost area displays DICOM
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information if contained in the image material. The central area is
the area selected for processing an image out of the image-series. In
the right part a set of tools is displayed. The toolbox consists of two
semiautomatic and two manual algorithms: region growing using in-
put from the image and dedicated entry fields, a correction algorithm
based on the concept of illusory contours [22], a free-sketch “pencil,”
and an “eraser.” Furthermore there is an option for setting a reference
point in the image, a morphological operation for the instant filling
of segmentation wholes, a volumetric component, and a possibility to
launch custom scripts. Each of the tools operates using a set of default
parameter values, which can be modified by selecting the “configure”
option in a context sensitive menu displayed with every corresponding
tool-button. The tool-area is replaced by a configuration area and the
dedicated graphical elements for the input of new values are displayed.
Both possibilities are shown in Fig. 4.6

Our defined goal as a first test for the architecture was to replace the
algorithms of the toolbox after a query. Due to the lack of a graphical
interface for the querying (see Section 4.7), the access of the repository
and the querying has to be carried out using the dedicated API and the
TCP/IP connection. The imaginary scenario is the adaptation of the
tool to ultrasound images, which can hardly be processed by the given
palette of tools. A query is launched with two search criteria:

find all segmentation algorithms for which it is known that they op-
erate on ultrasound images.

The corresponding segment sent over the net to the repository has
the structure:

openQuery, locateAlgorithm, startCriteria, {, function, segmentation,
}, {, imageCategory, US, }, stopCriteria, asHandle, closeQuery

It is obvious that the API for even such an easy query is rather com-
plicated (see Section 4.7). After that a list of components is returned.
One or more of the candidates can be selected for a given execution
context. The selection will be passed to the system as a dynamic link
library along with the graphical user interface in the correct look-and-
feel. For the latter a description in a repository-specific meta language
should exist for the system under consideration. If it does not exist the
returned component can have its parameters modified only by the use
of dedicated elements (not by mouse clicks or similar interactions) and
displays in the repository-default look.

Furthermore an initial parameter estimation for the new algorithm
could be carried out if the goal of its application was declared and
known to the repository, for example, determination of the left ventricle
in MR images of the heart, where a rough description of the left ventricle
and information about the imaging modality should exist.
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b

Figure 4.6: a The simple customizable host system VolMeS in its work status
and in the b parameter configuration status (see also /movies/movie3.mov).
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4.6 Conclusions

The work presented here is ongoing research dealing with the devel-
opment support of specialized components for customizable image
processing systems emphasizing medical applications and aiming at
the demonstration of advantages of component-based development for
customizable, domain-oriented image processing systems. The main
goal was the development of parts that can be added to existing de-
velopment environments in order to enhance their suitability for the
image processing domain and better support the work of image pro-
cessing specialists.

As already mentioned in Section 4.4.3, all components can easily
be adapted to other application domains by simple extensions and in-
troduction of the appropriate subclasses. The only exception is the
parameter-value estimation component, which needs to be completely
replaced due to its highly specialized character (the estimation of an
optimal value for a parameter can only take place if the meaning of
the parameter is modeled and that can only happen in a very domain-
specific manner).

4.7 Future work

We are now concentrating on the integration of all modules and the sta-
tistical evaluation of the architecture. Our goal is the measurement of
development speed-up after the introduction of the architecture. There
are still many open issues in both the scientific and the technical part
of the architecture. In this section we will present some future work
with respect to each component.

Repository. The query component should itself be implemented along
with a user interface as a dynamic linkable object in order to be callable
from any host application with reduced programming overhead. For
the time being we are developing a Web-based access to the reposi-
tory. The repository implementation will migrate to Java. In order
to replace the rather cryptic and nonstandardized query API (as partly
shown in Section 4.5.2) along with the low-level accessing on the ground
of TCP/IP sockets we are considering the use of CORBA [23] for dis-
tributed accessing of the repository data.

Statistical evaluation component. More output formats should be
integrated into the framework.

Parameter estimation component. An extensive validation study is
planned: two applications, the analysis of CT, MR and PET images of
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the liver, and EBT and MR images of the heart will be used in the pa-
rameter estimation for the vast majority of the algorithms stored in the
repository for validation of the actual gain when using the component.

Graphical user interface generation. We have experimented with the
development of an automated style-guide, and a more controlled devel-
opment of graphical user interfaces by reducing the degrees of develop-
ment freedom at run-time according to basic ergonomic rules as shown
in [24]. This work could extend the architecture by another component,
which this time would aim at the developer of the customizable host
system and not the developer of specialized components.
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5.1 Introduction

Configuring or programming image processing systems is a time-con-
suming task that requires specialized knowledge on the effects of image
processing algorithms as well as knowledge about the implementation
and interfaces. Clearly, software engineering is required for the appli-
cation programmer of image processing systems. But even those who
do not implement their applications themselves occasionally have to
face software engineering problems. Several of the commercial or free
packages for image processing that exist provide routines which can be
plugged together to more complex operations. This does not solve soft-
ware engineering problems; rather it shifts the basic building blocks to
a higher level. The larger the application which uses such libraries, the
higher is the importance of well-structured software.

The major problem in design of general imaging systems is that on
the one hand highly run-time efficient code and low-level access to hard-
ware is required, and that on the other hand a general and platform-
independent implementation is also desired which provides all data
types and functions for at least intermediate-level processing, such as
results of segmentation.

Software reuse is crucial in any large system; well-documented pack-
ages should be usable even across applications. If every programmer
is allowed to reprogram existing code, several pieces of code that serve
the same purpose will soon be scattered around in the system.

Today’s software engineering is closely coupled to ideas of object-
orientation. Theoretically and practically, object-oriented programming
gains a great deal of attention. Object-oriented programming can help
simplifying code reuse; if applied properly, it unifies interfaces and
simplifies documentation by the hierarchical structure of classes. A
key mechanism of object-oriented programming is polymorphism [1].
In this chapter we give examples of how polymorphism can simplify
image processing programs and how it can maintain the required effi-
ciency.

We describe the use of object-oriented programming for the imple-
mentor of image processing and analysis software. In Section 4, a sim-
ilar issue is shown with an emphasis on the configuration of an appli-
cation system. In Section 6, an alternative to object-oriented program-
ming is shown by the introduction of independent generic modules,
which can also be used in combination with object-oriented program-
ming.

We start with a short introduction of the general terminology of
object-oriented programming in Section 5.2. Software developers for
image processing today have the choice of several programming lan-
guages suited to their needs, for example, C, C++, Java, Ada, Fortran,
etc. (Section 5.3). In general, image analysis has to use knowledge about
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the task domain. We outline an object-oriented implementation of a
knowledge based image analysis system in Section 5.4; In this section
we emphasize implementation issues, whereas in Volume 2, Chapter 27
the general structure is described formally. In Section 5.5 a novel ar-
chitecture for classes representing data, actions, and algorithms for
image processing is presented. This architecture is applied to segmen-
tation, object recognition, and object localization. A summary follows
in Section 5.6.

5.2 Object-oriented software engineering

Object-oriented programming has become popular in many fields in-
cluding imaging applications. We briefly introduce the important ideas
and terms of object-oriented software and the basic principles for ob-
ject-oriented analysis, design, and programming. We discuss more
specifically those software engineering issues that are relevant to image
processing.

5.2.1 Object-oriented principles, analysis, and design

The object-oriented programming style suggests the decomposition of
the problem domain into a hierarchy of classes and a set of commu-
nicating objects, which are instances of classes. The object-oriented
programmer specifies what is done with the objects; the procedural
way of programming uses aspects of how something gets done. One
advantage of object-oriented software design is the one-to-one assign-
ment between concepts in the application domain and the objects in
the program. Even the analysis of the problem domain has to be in-
volved in this mapping. Analysis and program design are no longer
separated in the software development process; object-oriented analy-
sis and design share the same terminology and tools. The first phase of
any software development is to define the requirements. Three other
connected stages, to be described in the following sections, are com-
mon to object-oriented software development. The most important
ideas of object-oriented software that we introduce in the following
sections are objects, classes inheritance, and polymorphism.

In the object-oriented analysis (OOA) stage, concepts of the problem
domain and their correspondence are identified and specified. These
objects are grouped to classes. Hierarchical relations between these
classes are used; information that can be shared by several special
classes will be included in a general class and passed to the special
cases by inheritance. Objects are decomposed into their components,
which are again described as classes.



80 5 Software Engineering for Image Processing and Analysis

Example 5.1: Object-oriented analysis

A typical problem domain from the area of image analysis is the recog-
nition and localization of industrial objects on an assembly line. Con-
cepts of this domain are the various parts, the belt, or nonphysical
terms like speed, motion, or a stable position for the object. A hierar-
chical order of parts may group the parts according to their purpose.
General terms used for a group of concepts can be identified.

In the object-oriented design (OOD) phase the attention shifts slightly
towards the implementation domain. The conceptual class hierarchy
created in OOA is overlaid with links that are meaningful for the imple-
mentation only. This causes a transition from the problem domain to
the solution domain.

Ideally, two hierarchies are used. One relates the classes specific
to the application domain, which were drafted in the analysis phase.
The other hierarchy provides the implementation concepts, like sets,
lists, or geometric objects. These two hierarchies are linked together,
possibly creating multiple inheritance relations.

So-called methods are defined for the new classes. These methods
provide access to the data represented in the classes and also perform
the intended transformations on the objects.

Example 5.2: Object-oriented design

In Example 5.1, the classes for the industrial objects can now use geo-
metric object classes to describe their shape, for example, a wheel will
use a circle class. This combines the specific application with general
definitions that are independent of the application.

Several graphical representations and mechanisms have already
been proposed for OOA and OOD. Booch, Jacobson, and Rumbaugh
combined their efforts and created the “Unified Modeling Language”
(UML), which includes three essential parts [2]:

• guidelines for the vocabulary,

• fundamental modeling concepts and their semantics,

• notation for the visual rendering of the concepts.

This language has a considerable syntactical complexity and requires
advanced programming skills. Nevertheless, it has gained wide indus-
trial attention, although no publications are yet known that use this
notation for imaging applications. Because these skills are required for
the implementation of image analysis as well, the language is useful
for our purpose. We will use it in the following (e. g., in Fig. 5.3) and
introduce the very basic notation.

Classes are represented as boxes, divided up to three fields; the
upper field contains the class name,1 the middle field contains data

1Instead of the technical name in the syntax of the programming language, we will
use a descriptive term in the figures that follow.
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fields called attributes, and the lower field contains method names. An
extra small box in the left upper corner marks a template; the actual
type is inserted here for a template instantiation. Except for the class
name, the fields may be empty. Types and arguments are listed as well,
as we will see in the examples to be given. Classes that are merely used
as a common interface definition for further derived classes are called
abstract classes in the object-oriented terminology; the name is printed
in italics in UML.

An arrow relates two classes by inheritance, pointing to the base
class. Template instantiations use a dashed line to relate to the tem-
plate. A line with a filled diamond at its head denotes composition; an
empty diamond is used for aggregation. In the following sections we
will see several examples.

5.2.2 Object-oriented programming

After analysis and design, object-oriented programming (OOP) can take
place. Classes are used for the implementation of actions or tasks, that
is, algorithms, as well as information, that is, data. As we outline in Sec-
tion 5.4.2, classes can also be used to provide easy and portable access
to devices such as frame grabbers, or access to actors that are com-
monly used in active vision. As shown in Chapter 6, implementations
for image operations can gain run–time efficiency if generic modules
are used. Classes can be used to wrap these generic interfaces and to
provide a uniform interface by inheritance.

Software reuse is highly desired due to the high costs of program-
ming. Modularity is a central concept that helps maintain large systems.
Data abstraction provides clean interfaces that are essential when sev-
eral programmers share code in a team. One other goal of software
engineering is to provide components with a long lifetime, even when
changes are required. These principles have been known for years
in the context of object-oriented programming; they have now gained
wider attention. Object-oriented design cannot guarantee that these
principles are fulfilled, but the strong interconnection of OOD, OOA,
and OOP simplifies updates and evolution. In contrast to traditional
software engineering, these three stages are not strictly sequential; a
return from a later stage to a previous one is possible and intended.

The programming language C++ in particular has the advantage
that it combines efficient conventional constructs with object-oriented
features. Existing routines in C that sacrifice clean structure to gain
speed—which unfortunately is necessary in some rare cases for image
processing—can be encapsulated in classes or objects that provide safe
interfaces.

Generally, methods in object-oriented programming have fewer ar-
guments than corresponding function calls in traditional programming,
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because parts of the required information may already be bound to the
object (e.g., an FFT object may have its internal tables for the actual
image size, and no such tables will have to be allocated for the func-
tion call and passed to it as arguments). This again facilitates software
maintenance and reuse, especially if a class and its interface have to
be exchanged. Fewer modifications are then required in the code, com-
pared to conventional programs.

Reuse of general class libraries serves two purposes. Common pro-
gramming problems—like the implementation of linked lists or sets—
have already been solved in these systems and can be used without
further effort. Exchange of software using such class libraries is sim-
plified because the classes share the same structure and interfaces.

The major idea of object-oriented programming now is to define
abstract interfaces in general classes, that is, classes which are in the
higher levels of the class inheritance graph, and to provide a specific
implementation in the derived classes. If an algorithm now uses only
the interfaces available in the more general classes, then the outcome
of the process depends on the actual object to which the method is
applied. The type of object may vary and can be taken from several
derived classes. This behavior is called polymorphism.

5.2.3 Software engineering for image processing

Real-time constraints, efficiency, and the large amount of data impose
special software problems to image processing systems. The basic re-
quirements for designing a general software system for image process-
ing (in the sense of the invariant part of a system in Section 4.1.1) are:

1. Access to imaging hardware has to be possible; this includes cap-
turing devices, graphics, etc. as well as camera interfaces, camera
motors, etc. Because hardware development occurs more rapidly
than software can change, and because software reuse is desired,
the interfaces have to be encapsulated by portable definitions.

2. Naturally, highly efficient—yet safe—access to vectors and matrices
has to be possible.

3. Input and output has to be fast, efficient, and machine-independent.
This has to be guaranteed not only for low-level data structures such
as image matrices, but also for intermediate– and high-level data
such as segmentation results and knowledge bases, as well.

4. Image processing and analysis modules should be as independent
as possible from the final application, in order to be reusable across
systems.
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The discussion of object-oriented programming for image process-
ing started when C++ became known. This programming language
promised to provide the efficiency required for image processing, com-
bined with object-oriented programming, and possible code reuse by
upward compatibility to C.

The test phase is a crucial part of software design and programming.
Systematically organized tests will increase the reliability of software
for real-world applications. Problems not considered during the analy-
sis might be detected during tests. A general problem is that tests can
reveal only the existence of bugs, but generally cannot be used to prove
that there are no errors in a program. The more you test, however, the
lower will be the chance that there is a hidden bug in your code. Some
general guidelines will help in testing your software:2

1. Put assertions in every method and function.3 Test the module sep-
arately and undefine these assertions when either run-time is crucial
for further tests, or when you are sure the assertions never fail.

2. Each branch in the program should be activated at least once during
the test. This includes the parts for rare error conditions as well!

3. Every loop should be used at least twice during a test suite.

4. Try to imagine irregular, unexpected, wrong, inconsistent input and
test your routines with such data, for example:

(a) images of size 1× 10,000 or even of size 0× 0,

(b) images with constant intensity value at every pixel,

(c) sequences of zero length.

5. Use more than one image for testing. Vary all possible parameters,
such as intensity, size, number of objects, contrast, etc.

6. Use at least one data set as input for which you know the expected
output of the program.

7. Test predictable special cases, such as discontinuities of functions,
division by numbers close to zero, etc.

8. Keep in mind the limitations of resources, such as storage or execu-
tion time. Estimate the required resources. Verify that predictable
behavior of your program is guaranteed even if you exceed the lim-
its.

9. Verify that users will accept your software and use it for their needs.

2Collected from the World Wide Web, from lecture notes, and from personal experi-
ence.

3Most C and C++ environments provide an efficient and effective solution by a simple
assert macro.
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5.3 Programming languages for image processing

We survey existing programming languages with respect to their use-
fulness for image processing and image analysis.

5.3.1 Conventional programming languages

Early image processing systems were mostly written in Fortran, for ex-
ample, SPIDER [3]. Although this language still has its users, mostly
because of its mathematical capabilities and libraries, very few image
processing applications written in Fortran remain. After the ideas of
IKS were dealt with in [4], several new software architectures for image
processing were proposed, finally resulting in an international stan-
dard PIKS [5, 6, 7, 8]. This standard contains an interface to Fortran
programs. A software architecture planned as a common basis for pro-
gram exchange between companies, research institutes, and universi-
ties is presented in [9]. This system is now written in C++ and extends
the ideas of SPIDER [3] and offers more than 500 algorithms for image
processing.

For image processing, at least one decade was dominated by the use
of C (see, e. g., [10, 11]). On the one hand, this language lacks most of
the higher mathematical notation; on the other hand, it provides effi-
cient access to low-level bit manipulations. The latter is very useful for
low-level image manipulation, such as masking out areas in an image.
The missing mathematical definitions in the language syntax are com-
pensated by the large number of mathematical libraries available for
the language. Rather than operators of the language, function calls to
the libraries have to be used to apply mathematics.

The Khoros system [12, 13] is an environment for interactive devel-
opment of image processing algorithms. The system includes a neat
visual programming environment. The algorithms can also be run with-
out interactive graphics. The system provides a large C-language library
of imaging functions (over 500 functions), some of them used in 2 1/2-
D and 3-D image processing. Knowledge-based processing is not part
of this package. The PIKS standard mentioned here is also specified for
the C language.

5.3.2 Object-oriented programming languages

Object-oriented programming languages have been known to computer
scientists for more than 25 yr. The ideas originated in the ancestors
Simula and Smalltalk. During this period of time, the (conventional)
programming language C had its breakthrough.

In the late 1980s, the C language was extended with object-oriented
ideas. The language C++ [14] mainly used the ideas of Simula. C++ is
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almost a superset of C; that is, most C programs are C++ programs as
well. Many valuable image processing routines written in C can now
be reused without modification. Possibly because of the inexpensive or
free availability of C++ compilers—even on personal computers—this
language had enormous success.

Several new object-oriented languages have been invented, such as
Eiffel and CLOS, to name only two. In the following, we report only on
those languages that are currently relevant in imaging applications.

The programming language C++ [14] has had overwhelming success
in the last few years in all application areas. Many image processing
projects started in C and are now extended or converted to C++, for ex-
ample, [13, 15]. Although the C++-language is only partially suited for
object-oriented programming, it seems to be the best choice to com-
bine efficiency with object-oriented design in real-world applications,
especially those operating under real-time conditions. For a discussion
of image processing systems (see, e.g., [16, 17, 18, 19, 20]).

One major disadvantage of C++ was its lack of standard general pur-
pose classes, such as linked lists. Meanwhile, the Standard Template Li-
brary (STL) [21] has become part of the C++ standard and is distributed
with most compilers. Because it uses templates rather than inheritance,
it gains run-time efficiency at some points compared to object-oriented
class libraries. The STL supports genericity (Chapter 6); this is a some-
what orthogonal idea to object-oriented programming, which is based
on inheritance. In C++, polymorphism is supported at run-time by
virtual functions; these functions are internally called indirectly via
a pointer, rather than by a direct function call. Template instantiation
at compile-time provides a variant called compile-time polymorphism.

General purpose classes are also available for C++ as class libraries.
A system called NIHCL [22] incorporates many Smalltalk ideas into C++
and uses inheritance rather than templates. In contrast to STL, NIHCL
provides storage and recovery of arbitrary objects in a unified way,
as was possible in Smalltalk. Our image analysis system described in
Section 5.5 uses this general library.

For several years, there has been work on the image understanding
environment; examples can be found in [23] and in various articles in
the proceedings of the Image Understanding Workshop, for example,
[24]. This large system is implemented in C++ as well and partially
uses STL. The machine vision system described in [25] is implemented
in C++ and uses class hierarchies for the knowledge base as well as for
the interfaces to image processing algorithms.

The programming language Java [26] promises a new era in pro-
gramming4. It is defined as a portable language where the portabil-
ity extends down to the level of binary programs. This is achieved

4for example, http://rsb.info.nih.gov/ij/

http://rsb.info.nih.gov/ij/
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by the so-called “Java virtual machine,” which interprets the compiled
programs. This interpreter has to be present on the host machine or
hardware support has to be provided. Java is an object-oriented lan-
guage with a clean and simple syntax definition, much simpler than
C++ although with a similar outlook. The language is type safe, which
helps create reliable programs. The language has no pointer variables,
which is somewhat unusual. Many deficiencies of C++ have been cured
in this new language. The compilers come with a rich library of general
purpose classes that greatly simplifies sharing code with others. Al-
though highly efficient implementations exist and applications to signal
processing have been proposed [26], Java currently lacks the required
run-time efficiency for image processing applications.

In its original definition [27], the programming language ADA was
an object-based language; it was not an object-oriented programming
language because it did not support inheritance, which is an essential
object-oriented feature. Because of the high complexity of the formal
syntax, it took several years before complete compilers were available
on any platform. Although the language provides efficient, portable
libraries, and concepts for software reuse, it was not accepted by the
image processing population. Instead, the language C was used all over
the world. The recent redefinition in [27] added the missing object-
oriented features. The syntax complexity remained, however.

Smalltalk is the prototype of the object-oriented paradigm. As it
is an interpreted language it is generally slower than a compiled pro-
gram. It is also not particularly suited for mathematical problems.
Smalltalk can be used to program the higher levels in image under-
standing; since the language has a large number of classes for vari-
ous general problems, solutions can be formulated elegantly. When it
comes down to pixel access for image preprocessing, the language is
not the right choice.

5.3.3 Proprietary image processing programming languages

Some systems use an own programming language for image process-
ing, which is usually either interpreted from a textual description or a
graphical user interface. The Cantata language in Khoros discussed in
[12, 13] is one typical example. heurisko [28] uses a textual as well as a
graphical interface. Ad Oculus [29] has a graphical description. The ma-
jor advantage is that usually only a few keystrokes are required for even
complex imaging operations. The drawback is that a new language has
to be learned and that this language is not portable to other systems,
unless the interpreter exists on the target platform. One special case
of this idea is image algebras where image processing is formalized as
an algebraic problem (see [30]).
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Table 5.1: Features of object-oriented programming languages; extended from
the table in [33]

Type-safe Syntax complexity ip/ia∗ Concurrency tools

C++ low high yes not part of the language

Java yes low no primitives exist

Ada almost high few fully supported

Smalltalk yes low no coroutines

∗ suited for ip—image processing; ia—image analysis

If image processing is seen as a data flow problem (Section 5.4.1),
the command interpreter of the operating can be used to compose op-
erations from single processes. This strategy has been applied in the
system HIPS [31], which uses Unix-pipes to create sequences of opera-
tions. The Khoros system also provides a command line interface; the
automatically created sequences of program invocations use interme-
diate files as interfaces. The system presented in [32] uses the Tcl/Tk
language and interface to compose image understanding algorithms.
The components may be written in C or C++.

5.3.4 Summary

In Section 5.2 we argued that object-oriented ideas greatly help reduce
difficulties in software for image processing. In Table 5.1 we summa-
rize those features of object-oriented programming languages that are
of interest for imaging. Parallel processing is, of course, useful for im-
age processing, especially when processing times are crucial. Although
we did not treat this subject in the previous sections, we list in Ta-
ble 5.1 whether concurrent and distributed processing is supported by
the syntax of the programming language.

Although ADA’95 provides object-oriented features, it is barely used
in scientific projects, except in those related to space technology; the
programming languages C, C++, and Java are currently used in image
processing implementations. In the table we note whether the language
is currently used for image processing and image analysis (ip/ia). We
also have a column for whether the language is type-safe; this feature,
if provided, makes the tests performed by the compiler more reliable
and thus increases software stability.

Although most programming languages allow mixtures with subrou-
tines of other languages, we assume that the design goal in most cases
is to have a uniform architecture as well as a uniform programming lan-
guage. The C function calls in C++ can be seen as almost conformant
with this guideline and are acceptable, because the benefit of reusing
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existing C code is much higher than the penalty of some minor extra
interface requirements.

The language Objective-C encapsulated Smalltalk features in the C
language. The system described in [16] is one of the few references
to applications of Objective-C in imaging applications, combined with
object-oriented extensions to LISP and Prolog. Today’s best choice for
a programming language for image processing and understanding is
C++.

5.4 Image understanding

In this section we describe the general software architecture of image
understanding (IU) systems and apply object-oriented principles.

5.4.1 Data flow

The general problem of image analysis is to find the best description of
the input image data that is appropriate to the current problem. Some-
times this means that the most precise description has to be found, in
other cases a less exact result that can be computed more quickly will
be sufficient. This task may be divided into several subproblems. After
an initial preprocessing stage, images are usually segmented into mean-
ingful parts. Various segmentation algorithms create so-called segmen-
tation objects [34]. Segmentation objects are matched with models in
a knowledge base, which contains expectations of the possible scenes
in the problem domain.

The various data types involved in image segmentation, like im-
ages, lines or regions, may serve for data abstraction of the problem.
In object-oriented programming, these data types are naturally repre-
sented in classes. Segmentation may be seen as a data flow problem
relating these various representations. An overview of the main compo-
nents is shown in Fig. 5.1; data is captured and digitized from a camera
and transformed to a symbolic description or results in an action of
the system. Image processing tasks are shown in oval boxes; data is
depicted as rectangles; in the object-oriented design phase, both will
naturally be grouped to class hierarchies. If required, the algorithms
can be implemented as generic modules for different types, as shown
in Section 6.2.

The problem of finding an optimal match and the best segmentation
can be seen as an optimization problem and is formulated as such in
Volume 2, Chapter 27. Optimization may search for the best possible
match as well as include efficiency considerations that are crucial for
real-time image processing.
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Figure 5.1: Data flow in an image analysis system.

Knowledge-based vision uses a model of the scene for image inter-
pretation. The scene may be decomposed into object-models that can
be represented using their structural properties and relations (e. g., in
a semantic network Volume 2, Section 27.2.1), or as statistical object
models ([35]; and Volume 2, Chapter 26).

The system architecture in Fig. 5.1 implies various interactions be-
tween modules. Information has to be exchanged by means of well-
defined interfaces. Modules and data structures with well-defined in-
terfaces are naturally implemented as classes in OOP or as modules in
structured programming.

The segmentation object is a central idea for the data representation
independent of the algorithms used for image segmentation, and can be
used as an interface between data-driven segmentation and knowledge-
based analysis. Models can be described in a similar formalism [36].

5.4.2 Devices and actors

The output of the system in Fig. 5.1 is a description of the input image
data. In active vision systems (Chapter 9), the output may additionally
or alternatively contain control commands for the sensor device or for
the actor (e. g., a robot or a moving vehicle). This provides feedback
from high-level processing to data-driven segmentation, or even to the
image capturing devices (dashed line in Fig. 5.1). This data flow is also
common to active vision systems, the parameters of the visual system
are adjusted by the controlling computer in order to get the best possi-
ble image for the actual analysis purpose. The system design in Fig. 5.1
is, therefore, suitable for conventional image analysis as well as for
active vision.

Interaction with graphical and pointing devices is necessary for in-
teractive computer vision systems, as they are common in medicine,
for example. Interaction with physically moving tools requires a con-
trol loop that can be closed in real-time.
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a b
c

Figure 5.2: Example of a scene with heterogeneous background: a gray-level
image; b segmentation result; and c estimated pose

Naturally, these actions and devices are modeled as classes and ob-
jects in OOA and OOD. Their well-defined interface facilitates data ex-
change between programs and devices.

Example 5.3: OOD for a frame grabber

Image processing software has to access imaging hardware, for exam-
ple, to a frame grabber . Most systems provide libraries that are to
some extent portable to the next generation of the same hardware.
Although the functionality of two frame grabbers of different manu-
facturers may be rather similar, the software interface will of course
be different.

Instead of the traditional approach, which scattered #ifdef’s around
in the code to be able to compile a program for different interfaces,
the object-oriented designer creates a class that encapsulates the com-
mon features of several hardware interfaces, for example, for setting
the resolution of an input image or for selecting the input connec-
tor. The algorithms use this general—polymorphic—interface and are
independent of the underlying hardware.

5.4.3 Statistical object recognition

In a Bayesian framework for object recognition using 2-D images ([37];
and Volume 2, Section 26.4), statistical model generation, classification,
and localization is based on projected feature vectors. Localization is
expressed by the rotation and projection matrix and translation vector.
The objects are taken from a set of possible classes κ ∈ {1 · · ·K} and
described by parameter vectors, matrices, or sets.

Object localization and recognition corresponds to a general maxi-
mization problem (Volume 2, Eq. (26.4)).

Figure 5.2 shows a gray-level image (a) and the resulting set of 2-D
point features (b), if a standard corner detection algorithm is applied.
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Figure 5.2c shows the result of the maximization material dealt with in
Volume 2, Eq. (26.4). Similar results are shown in Volume 2, Fig. 26.7.

In order to implement such an optimization, the function to be opti-
mized has to be independently specified from the algorithm performing
the optimization. Whereas this is written down easily in mathematics,
it requires clean design in the implementation, taking into account the
computational complexity of the optimization. We outline a solution
in Section 5.5.3.

5.5 Class hierarchy for data and algorithms

Whereas hierarchical data representation by classes has become almost
state of the art, hierarchies of classes for operations, algorithms, and
actors are not yet common.

We first describe a hierarchy of classes that facilitate simple inter-
faces for image processing; image processing operations are imple-
mented as another class hierarchy that uses the data interfaces [18]. A
third hierarchy provides various optimization algorithms. These ideas
are realized in An image analysis system (ANIMALS), which is written
in C++.

5.5.1 Data representation

Various data representation schemes have been developed for data in
image analysis covering image data structures as well as results from
segmentation. Some of them may be treated as algebras with more or
less complete sets of operations (e. g., chain codes or quad trees). Some
representations are used because of their storage efficiency (e. g., run
length codes), others because of their runtime efficiency. Such ideas
were combined into a Hierarchy of Picture Processing ObjectS (HIPPOS,
written as ‘́ιππoς [34]).

A central problem visible in Fig. 5.1 is the data exchange of seg-
mentation results, which shows an initial symbolic description of the
image. The solution in ‘́ιππoς is a hierarchy of classes, which is shown
in Fig. 5.3. The general classes for implementation, which are added in
OOA (Section 5.2.1) were taken from the NIHCL class library [22]. All
segmentation results can be stored in an object of class SegObj no mat-
ter whether the data is computed from line- or region-based segmenta-
tion, color, range, or gray-level images. This object representation can
be exchanged between different processes that could run on different
computer architectures. This general tool is used in many algorithms.
A segmentation object is a geometric object (GeoObj). It consists of a
set of parts, which are in turn geometric objects. Atomic objects are ge-
ometric objects as well and end the recursion. The abstract base class
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Figure 5.3: A section of a hierarchy of geometric objects for segmentation (in
total approximately 150 classes).

HipposObj connects to the NIHCL object and serves as a common root
for all image processing classes. It contains a judgment attribute that
is used for the comparison of competing segmentation results by the
analysis control (compare Volume 2, Section 27.6).

As our applications, for example, in Denzler and Paulus [38] and Beß
et al. [39] show, this has proven adequate for 2-D, 2 1/2-D and 3-D image
analysis. Other subtrees exist for image classes, like gray-level images,
stereo images, range images, color images, etc. as well as classes for
lines, circular arcs, polygons, chain codes, regions, active contours etc.
The whole ‘́ιππoς-hierarchy currently consists of approximately 150
classes.

Vectors and matrices are implemented as templates using the con-
cept of genericity (Chapter 6). In order to be efficient, pixel access to
images should not be programmed via virtual functions. A flexible, safe
and simple mechanism is used instead, which is shown in Example 5.4.
Pixel access by operator syntax is possible for vectors as well as for
matrices without loss of speed [18]. The index operator in Example 5.4
can do a check on the validity of the operand, thereby eliminating most
of the common errors in image processing (which cannot be detected
in C automatically).

Example 5.4: Efficient and safe pixel access

template <class T> struct Vector { // simplified version
T * array; int size; // the actual data

public:
T& operator[] (int i)

{ /* check index validity here */ return array[i]; }
Vector(int); // allocate internal pointer
Vector(int,T* p); // use already existent storage in p

};
template <class T> struct Matrix { // simplified version

T ** tarray; int size; // contiguous allocation for the matrix
Vector<T>** varray; // the varrays internally use tarray

public:
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Matrix(int,int); // will allocate C-compatible tarray and
// use second constructor for vectors
// using this array
operator T**() { return tarray; } // provides C compatibility
Vector<T>& operator[] (int i)

{ /* check index here */ return *varray[i]; }
};

void t()
{

Matrix<int> m(10,10); // define a matrix object
m[3][4] = 3; // safe pixel access
int** mp = m; // convert to pointer access
mp[3][4] = 4; // fast pixel access

}

The idea in Example 5.4 can be used to implement subimages [18].
An interface to commonly available C-functions is easily done by the
automatic conversion operator to type T**; because these generic mod-
ules are integrated into the NIHCL class hierarchy, they share methods
for input and output of objects.

5.5.2 Image operator hierarchy

Many operations in image processing can be structured hierarchically
in a straightforward manner. Such hierarchies can be implemented
in a hierarchy of classes for operations in a straightforward way (see
[16, 40]). Objects are the actual algorithms with specific parameter
sets, which are also objects [41]. Classes as implementation of algo-
rithms are particularly useful, when operations require internal tables
that increase their efficiency. The requirement stated in Section 4.2
that algorithms should provide meta-knowledge about themselves can
be fulfilled by operator classes; provided polymorphic methods list the
type of operator, the required arguments, and further administrative
information. Programmers can be forced by the compiler to implement
these functions.

The major advantages of operator-classes are 3-fold.

• Algorithms can be programmed in an abstract level referencing only
the general class of operations to be performed; extensions of the
system by a new derived special operator will not require changes
in the abstract algorithm.

• Such an extension cannot change the interface, which is fixed by the
definition in the abstract base class. This guarantees uniform and
thus easy-to-use interfaces.

• Dynamic information about the operator, which is actually used, is
available. For example, a program may just reference a filter ob-
ject; during run time it will be decided which concrete filter should
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Figure 5.4: Subtree of the operator hierarchy for image segmentation; from
[41].

be used. Using virtual functions in C++, the run time overhead is
negligible (Section 5.5.5).

The segmentation in [41] accepts as input for an image object. An
edge-operator-object such as a Sobel-object or a Nevatia-object converts
this input image to an edge image. Edges are linked to line objects col-
lected in a segmentation object. Corners are detected on the line and
added to the segmentation object with one of several corner detector
objects. Later, vertices are identified and the lines are approximated by
circular arcs and straight lines using a split-and-merge object. This se-
quence of operators introduces a refinement of the data flow in Fig. 5.1.
Figure 5.4 shows the hierarchy for line segmentation. The segmenta-
tion result in Fig. 5.2 as well as the results in Volume 2, Fig. 26.7 are
computed using this sequence; both point sets are collected in an ob-
ject of class SegObj. Parameter blocks can be shared between different
operators as parameter objects. Function call C++ syntax for these op-
erators as shown in Example 5.5 is used in Animals, which facilitates
migration of existing conventional programs to operator objects.

Example 5.5: Image operator classes in C++

class Sobel: public EdgeDet { // Sobel operator as a special case
public: // of an edge detector

static const int maxStrength; // = 2040;
virtual void operator() (const GrayLevelImage&,EdgeImage&) ;

};
class Prewitt : public EdgeDet { // Prewitt edge operator
public:

static const int maxStrength; // = 1020;
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virtual void operator() (const GrayLevelImage&,EdgeImage&) ;
};

Whereas one object of a Sobel object will usually be sufficient in a
program, several objects of a certain operator object will be needed if
these objects keep their internal state and auxiliary data between invo-
cation. As an example consider a discrete Fourier transform that uses
tables for sine and cosine values; the size and contents of these tables
vary, however, upon the frame size to be transformed. Several Fourier-
transform objects may thus be used in one program for transforma-
tions of images, for example, in a resolution hierarchy. In contrast to
conventional solutions, this requires neither code duplication nor com-
plicated management of functions with local storage. In Example 5.6,
a simple interface to an FFT object is shown. Each instance of the FFT
class has an associated internal size and can be used to transform a
vector of this size. Again, function call syntax is used.

Example 5.6: Implementation of class FFT

class FFT : public IP_OP {
Vector<double> sintab, costab; // internal tables

public:
FFT(int s) : sintab(s), costab(s) { /* init tables here */ }
Vector<complex> operator() (const Vector<double>&); // apply FFT

};

void f()
{

FFT f128(128); // init internal tab for 128 entries
FFT f256(256); // init internal tab for 256 entries

Vector<double> v128(128), v256(256); // input data
Vector<complex> c128 = f128(v128); // resulting spectrum 1
Vector<complex> c256 = f256(v256); // resulting spectrum 2

}

5.5.3 Hierarchy for optimization algorithms

The optimization problem in Volume 2, Eq. (26.4) and in Volume 2, Ex-
ample 26.6 requires that several strategies for optimization be evalu-
ated in order to find efficient object recognition strategies. Probabilis-
tic optimization routines that allow practically efficient solutions are
discussed in [37]. Again, a class hierarchy for optimization strategies
similar to the operator hierarchy already mentioned here simplifies the
experiments.

The basic idea of the implementation is to program the algorithms
independently from the function to be optimized. An abstract base
for all optimization strategies has an internal variable, which is the
function to be optimized; the class provides a method for minimization
or maximization to all derived classes.
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Figure 5.5: Partial view on class hierarchy for optimization algorithms.
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Figure 5.6: Partial view on class hierarchy for local optimization algorithms of
first order.

All optimization algorithms can be divided into global and local pro-
cedures; additional information may be present, such as, for example,
the gradient of the function (Fig. 5.5). Procedures that use the function
directly are the combinatorial optimization, the simplex algorithm, or
the continuous variant of the simulated annealing algorithm (Fig. 5.7).
The gradient vector can be used for the optimization of first order. Ex-
amples are the iterative algorithms implemented in [37], the algorithm
of Fletcher and Powell, and the well-known Newton-Raphson iteration,
all of which are shown in Fig. 5.6. Figure 5.8 finally shows an overview
of the other algorithms implemented in [37].
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5.5.4 Hierarchy for actors and devices

A technique similar to that in Example 5.5 can be used to fulfill re-
quirement 1 on page 82. This is shown in Example 5.7 for the case
of a camera that can capture either gray-level images or color images
and a pan/tilt unit that is commonly used in active vision systems. Of
course, a more elaborate internal structure of the class SMotor is re-
quired in real applications. In fact, a hierarchy of classes providing
different interfaces to various hardware is used. This is invisible for
the application programmer.

Example 5.7: Actor classes in C++

struct SMotor { // assume stepper motor
operator=(int p); // will set motor to position p
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Table 5.2: Run-time measurements for HP (735/99 MHz), SGI O2 (R10000, 195
MHz), and Dual-Pentium (Linux 300 MHz); all times in milliseconds

Number of calls HP O2 PC

Direct function call 107 199 93 43

Direct method call 107 233 93 55

Virtual method call 107 634 98 65

Sobel function 2562 image 102 1085 287 300

Sobel object 2562 image 102 1096 290 301

Sobel function 322 image 104 1551 418 415

Sobel object 322 image 104 1557 419 175

Safe pixel access 107 446 246 84

Fast pixel access 107 162 72 37

operator++(); // will move by one step
};
struct PTVDev : public IP_DEV {

SMotor panaxis;
SMotor tiltaxis;

};
struct Camera : public IP_DEV {

SMotor zoom; // zoom motor is stepper motor
virtual void operator() (GrayLevelImage&); // captures correct
virtual void operator() (ColorImage&); // type and size

};

Most common functions of such devices can be accessed by operator-
syntax. This releases the programmer from even the need of remember-
ing method names because the value for the stepper motor can simply
be assigned to the object. The challenging idea behind this concept is
not only to encapsulate the hardware interface for each device, but also
to provide common interfaces for parts of the device, such as motors.

5.5.5 Efficiency

As shown in Table 5.2, time overhead for virtual function calls is neg-
ligible compared to the time needed for the actual computation, such
as in the case of the Sobel operator. Of course, trivial computations or
pixel access should not be performed using virtual functions, as the ra-
tio of overhead and required processing time for the task is then worse.
The implementation of the Sobel operator uses the fast pixel access via
pointers (Table 5.2).

In [42], a real-time active vision system was implemented for tracking
objects and moving a pan/tilt camera. This system used the image and
matrix classes as well as the camera and actor classes in Section 5.5.
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The computation times were small enough to process images and con-
trol the camera.

The computation times measured in [37] for the optimization classes
outlined in Section 5.5.3 were around one minute for 10,000 calls to the
function to be optimized.

The system has been used in many other applications as well. These
references and the measures in Table 5.2 prove that object-oriented
programming can be successfully applied in image processing: low-
level tasks on matrices and vectors use templates; intermediate results
and high-level processing rely on class hierarchies.

The benefit of using object-oriented programming instead of con-
ventional programming is hard to measure. One measure for the qual-
ity of a software system is the duration of its use, which is long if the
architecture is accepted by the implementors and which is shorter if
the system fails to meet the requirements of the programmers. Our
system was started in 1988 and the oldest class still in use is the one
for chain codes (which was released in 1989). Our personal experience
strongly suggests object-oriented principles for system design in image
analysis.

5.5.6 Summary

In Section 5.2.3 we listed three essentials for imaging software design.
In Section 5.5.5 we showed how efficient processing is possible simul-
taneously with object-oriented design. Several examples were given in
the previous sections on access to hardware and devices. The NIHCL
object, which is used as the base class for all classes shown in the
preceding text, provides machine-independent persistent objects. This
data representation is available not only for images, segmentation ob-
jects, etc., but also for actors such as a camera; in this case, the camera
parameter settings are stored and can easily be retrieved later.

Of course, object-oriented programming implies that the complete
class hierarchy has to be available for the application programmer, for
example, as a shared library. In contrast, the independent building
blocks proposed in Chapter 6 require almost no common libraries, but
share the code for the generic modules. A combination of both ap-
proaches will give the best results for complete imaging systems.

5.6 Conclusion

We argued for a clean and uniform software design in imaging software
systems. At the same time, a highly efficient implementation is crucial.
Only C++ can currently provide these features. For regular data struc-
tures such as matrices and vectors, genericity is the right choice; in C++
this concept is available as templates. Starting with images that use
such matrices, and ending with complex data representation as seg-
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mentation results, classes and inheritance provide clean yet efficient
interfaces.

In addition to data, algorithms are grouped hierarchically as classes.
While not imposing measurable overhead on the run-time, this idea is
significant in keeping interface problems small and forcing program-
mers to adhere to standards. The use of classes for interfaces to hard-
ware is to guarantee platform independent access. Hierarchies of such
classes facilitate uniform syntax even for varying devices. A wise choice
of the available tools will keep the run-time overhead at a negligible
minimum and will at the same time greatly increase the value of the
software in terms of reusability and expected maintenance effort.
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6.1 Introduction

Since the mid-1980s general purpose computers such as workstations
and PCs have reached performance levels that make them increasingly
interesting for computer vision applications. As compared with appli-
cations based on special hardware, software solutions have a number
of important advantages: they are easily transferred to the next hard-
ware generation, can be adapted quickly to new requirements, and can
be reused in many different contexts and systems.

It is, however, not easy to reach these goals in practice. The cur-
rent praxis of software development in computer vision has not led
to software that is as flexible and reusable as we would like it to be.
The author’s belief is that these problems are due to two fundamental
difficulties, which will be addressed in this chapter:

• The flexibility vs performance problem
In many cases, flexibility introduces a run-time overhead that de-
grades performance. Given the huge amount of data that needs to
be processed in most computer vision applications, there is only
a very limited leeway before performance is traded for flexibility.
Thus, we must look for flexibility techniques that do not affect per-
formance.

• The framework coupling problem
Most reusable components are currently provided as parts of large
frameworks. Because individual components in these frameworks
are tightly coupled together, it is not possible to take out just those
pieces we actually need: the framework functions only as a whole.
This essentially prevents the use of components from several frame-
works in the same project. Thus, we must provide reusable software
in the form of independent building blocks that can be reused indi-
vidually.

Let us illustrate these problems with an example. Suppose we have
built an image processing application that we would like to adapt to
the special needs of an important customer. The existing body of func-
tionality is large, so that we can not afford to throw it away and start
over from scratch. To fill in the missing pieces quickly, we would like to
reuse some functionality that has been developed in another context,
perhaps another project or the public domain.

For example, suppose we want to incorporate the Shen-Castan edge
detector that is part of the KHOROS system [1] into our environment.
Unfortunately, this algorithm only runs on a specific variety of the
KHOROS image format. If we do not happen to use this image for-
mat in our system, we have an adaptation problem. This problem is
traditionally solved in several ways:
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• We can convert our original image representation into the required
KHOROS format prior to every application of the algorithm, and
convert the results back upon completion. This is the solution ap-
plied within KHOROS itself and within the component-based soft-
ware paradigm in general (see Chapter 4). Clearly, conversion is
relatively inefficient, because it takes time and memory. Thus, we
would like to avoid it at the lower level of a system (although it might
be a good option at higher levels).

• To minimize conversion, we can opt to build an entire module us-
ing KHOROS functionality: that is, besides the edge detector we also
use KHOROS functions for the necessary pre- and post-processing.
Although it might work in some cases, it is not a good idea to use
several different frameworks within the same project—it leads to ex-
plosive growth in code size, and requires understanding and main-
taining all these different frameworks, which might easily vitiate the
positive effect of software reuse.

• If we have access to the source code (which is the case with KHOROS
functionality), we can also attempt to modify the code to adapt it
to the needs of our environment (e.g., let it run on top of our im-
age format). This approach is very problematic as it easily intro-
duces subtle bugs that are very hard to detect. To avoid mistakes, a
very thorough understanding of the existing code is required, which
many people find even harder than reimplementing the solution
from scratch.

Neither of these options is really satisfying. It would be much better
if reusable components were provided as independent building blocks
that do not depend on a specific environment (such as KHOROS) and
can be adapted without knowledge of their inner workings (in particu-
lar, without source code modification) and without loss of performance.
The design methods described in previous chapters (Chapters 4 and 5)
do not support independent building blocks very well, especially at the
level of basic algorithms and data structures, where performance is
at a premium. Therefore, in this chapter we describe an alternative de-
sign approach called “generic programming,” which provides very good
support for definition and flexible integration of independent building
blocks. Generic programming complements the other methods so that
we can design combined solutions (such as object-oriented frameworks
delegating their implementation to generic components) that empha-
size the strengths of each method.

The most important dependency we need to remove is the depen-
dency of algorithms upon specific data representations. To a certain
extent, object-oriented programming provides a solution to this prob-
lem if data is accessed via abstract classes and virtual functions. An



106 6 Reusable Software in Computer Vision

abstract image base class could, for example, look like this (all code
examples are in C++):

class AbstractImage
{

public:
virtual unsigned char getPixel(int x, int y) const = 0;
virtual void setPixel(unsigned char value, int x, int y) = 0;
virtual int width() const = 0;
virtual int height() const = 0;
// ...

};

Algorithms using this abstract base class can not know what is be-
hind the virtual functions. Thus, we can wrap arbitrary image formats
into subclasses of this abstract image, for example the KHOROS xv im-
age format:

class KhorosImage
: public virtual AbstractImage
{

public:
virtual unsigned char getPixel(int x, int y) const
{

return image->imagedata[x + y*image->row_size];
}
virtual void setPixel(unsigned char v, int x, int y)
{

image->imagedata[x + image->row_size*y] = v;
}
virtual int width() const { return image->row_size; }
virtual int height() const { return image->col_size; }
// ...

private:
xvimage * image;

};

However, there are two fundamental problems with this approach.
First, the virtual function call introduces a run-time overhead. In Sec-
tion 6.6 we report benchmark results that show a performance penalty
of up to 500 % when we use virtual functions instead of accessing the
data directly via pointers1. Of course, the overhead could be avoided if
we implemented algorithms as member functions of the concrete image
classes, giving them direct access to the data. But this would counter
our desire for reusability, as these member functions would once again
depend on the concrete image format and would not be independently
reusable.

The second, more severe problem is the return type of the function
getPixel(). In a statically typed language, this return type must be
fixed (to ’unsigned char’ in the example) so that ’float’ and RGB
images can not be subclasses of AbstractImage. This could be over-
come by introducing another abstract class AbstractPixel, but this
would require even more virtual calls so that it is not a practical pos-

1The overhead results primarily from the inability of the compiler to inline virtual
functions. See Chapter 5 for further discussions.
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sibility. Thus, for different return types of getPixel() we still need
different versions of each algorithm.

Although organizing objects into class hierarchies has advantages
(see Chapter 5), in a statically typed language it also introduces static
dependencies, that is, all types (base classes, function arguments, and
data members) and member functions that are mentioned in a class
must also be transferred into the new environment if we want to reuse
this class. This often leads to a chain of interdependencies which, is
the main cause for the framework coupling problem mentioned in the
preceding, and prevents the definition of really independent building
blocks.

Therefore, an additional design technique is needed. Traditionally,
the problems mentioned have been addressed by code generators. Code
generators produce the source code for a concrete application from an
abstract implementation of a building block and a description of the
context (containing, among other things, the concrete data types in-
volved). Meanwhile, these code generating facilities have been built
directly into major object-oriented languages (such as C++, ADA, and
Eiffel) under the name of genericity and parametric types. The most ex-
tensive support for genericity is provided by the template mechanism in
C++. The widespread support of genericity enabled the development of
a new programming paradigm—generic programming—which general-
izes and formalizes the ideas of code generation and thus solves the
forementioned problems without introducing a major run-time over-
head. In this chapter we will describe how generic programming can
be used to design reusable, independent building blocks for computer
vision applications.

6.2 Generic programming

Generic programming was introduced as an independent programming
paradigm by Musser and Stepanov [2, 3]. It became popular when it was
chosen as the underlying paradigm of the C++ Standard Library, in par-
ticular the part of the library known as the standard template library
[4]. It is especially suited to implement reusable data structures and al-
gorithms at the lower levels of a system. Because generic programming
is still relatively new, we will give a short general introduction before
we start applying it to computer vision.

6.2.1 Generic data structures

In the first step of generic programming, container data structures are
made independent of the type of the contained objects. In computer vi-
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sion, we will implement generic image data structures that can contain
arbitrary pixel types like this:

template <typename PIXELTYPE>
class GenericImage
{

public:
PIXELTYPE getPixel(int x, int y) const {

return data_[x + width()*y];
}

void setPixel(PIXELTYPE value, int x, int y) {
data_[x + width()*y] = value;

}

int width() const { return width_; }
int height() const { return height_; }
// etc.

private:
PIXELTYPE * data_;
int width_, height_;

};

Alternatively, we can also use an additional array of pointers to the
start of each line to enable double indirection, which is faster on many
machines:

template <typename PIXELTYPE>
class GenericImageAlt
{

public:
PIXELTYPE getPixel(int x, int y) const {

return lines_[y][x];
}

// etc.

private:
PIXELTYPE * data_;
PIXELTYPE ** lines_;
int width_, height_;

};

In either case, the generic type PIXELTYPE acts as a placeholder for
any pixel type we might want to store, and the corresponding image
data structure will be automatically generated by the compiler when
needed. For example, to create an RGB image, we could implement an
RGB compound, and instantiate a GenericImage with it:

template <typename COMPONENTTYPE>
struct RGBStruct
{

RGBStruct(COMPONENTTYPE r, COMPONENTTYPE g, COMPONENTTYPE b)
: red(r), green(g), blue(b)
{}

COMPONENTTYPE red, green, blue;
};

// generate an new image data type holding RGBStruct<unsigned char>
typedef GenericImage<RGBStruct<unsigned char> > RGBStructImage;
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6.2.2 Generic algorithms

The basic techniques to define generic data structures are well known
and already widely applied. In the next step of generic programming
we define algorithms as templates as well. For example, to copy ar-
bitrary images (including the RGBStructImage already defined herein)
we could write:

template <typename SRCIMAGE, typename DESTIMAGE>
void copyImage(SRCIMAGE const & src, DESTIMAGE & dest)
{

for(int y=0; y<src.height(); ++y)
for(int x=0; x<src.width(); ++x)

dest.setPixel(src.getPixel(x, y), x, y);
}

This algorithm can be applied to any image pair for which a con-
version from the source to the destination pixel type exists, provided
the source image supports operations src.height(), src.width(), and
src.getPixel(x,y), and the destination image dest.setPixel(v,x,y).
We will call requirements like these an algorithm’s required interface
because they reflect what the user of the algorithm must ensure to allow
the compiler to generate the code for a given pair of images.

Two properties of generic algorithms should be noted here: first,
instantiation of the algorithm is completely type based. That is, any im-
age that fulfills the required interface can be used within the algorithm—
no inheritance from a specific abstract base class is required. Second,
all decisions regarding flexibility are done at compile time (so-called
compile-time polymorphism). Thus, when all access functions are ex-
panded inline, the compiler can generate code that runs as fast as a
traditional pointer-based (non-reusable) implementation2.

6.2.3 Iterators

In practice, it turned out that algorithms with required interfaces sim-
ilar to the previous one (i. e., algorithms that directly access the data
structures’ member functions) are not the optimal solution. Instead,
generic programming introduces dedicated interface objects that ex-
plicitly decouple algorithms and data structures from each other. For
our present purpose, the most important interface objects are iterators
[5]. Iterators encapsulate how to navigate on a container data struc-
ture, that is, they point to a specific element (pixels) within a specific
container and can be moved to refer to others.

In the Standard Template Library (STL), Musser and Stepanov define
five iterator categories that completely cover the needs of algorithms

2In practice, many compilers will generate slightly slower code for generic algorithms
because current optimizers are more familiar with pointers than with genericity. There
is, however, no fundamental reason why generic algorithms must be slower, and some
compilers (such as KAI C++) can already generate equally fast code in both cases.
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operating on top of linear (1-D) data structures. These iterator cate-
gories have been developed on the basis of a thorough analysis of what
different algorithms need to do their tasks, and what different data
structures can efficiently implement. For our present discussion, three
categories are of importance:

Forward iterators allow going forward to the next element (++iterator),
to find out if two iterators point to the same position (iterator1 ==
iterator2) and to access the data at the current position (*iterator).
This functionality is sufficient to implement the copy() algorithm.

Bidirectional iterators also provide a function to go backwards to the
previous element (−−iterator). This functionality would be needed
to implement a reverseCopy() function.

Random-access iterators additionally allow jumping back and forth by
arbitrary offsets (iterator += n, iterator -= n), to compare it-
erators according to an ordering (iterator1 < iterator2), and
to access an element at a given distance of the current position
(iterator[n]). This functionality is required by most sorting al-
gorithms, for example, quicksort().

Typically, a singly linked list provides forward, and a doubly linked
list bidirectional iterators, while a vector supports random-access iter-
ation. It can be seen that the iterators adopt the syntax of C pointers,
which always conform to the requirements of random-access iterators.
Using iterators, the copy function for linear (1-D) data structures will
look like this:

template <typename SrcIterator, typename DestIterator>
void copy(SrcIterator s, SrcIterator end, DestIterator j)
{

for(; s != end; ++s, ++d) *d = *s;
}

By convention, the iterator end marks the end of the iteration by
pointing to the first position past the sequence. In Section 6.3, we will
generalize these iterator categories to two-dimensions, that is, images.

6.2.4 Functors

To improve the flexibility of algorithms, Stepanov and Musser have
introduced functors. Functors encapsulate an important subcompu-
tation, which we want to vary independently of the enclosing algo-
rithm. We can exchange the respective subcomputations by simply
passing different functors to the algorithm. For illustration, consider
the transform() algorithm. We can interpret transform() as a gener-
alization of copy(): while copy() writes the source data into the desti-
nation sequence unchanged, transform() performs an arbitrary trans-
formation in between. As there are infinitely many possible transforma-
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tions we encapsulate them into a functor so that a single transform()
template can be used for all possible transformations:

template <typename SrcIterator, typename DestIterator, typename Functor>
void transform(SrcIterator s, SrcIterator end

DestIterator d, Functor func)
{ // ˆˆˆˆ pass functor

for(; s != end; ++s, ++d) *d = func(*s);
} // ˆˆˆˆ apply functor

A functor behaves like a function pointer, but it is both more power-
ful (because it can store internal state) and more efficient (because the
compiler can inline it). We will see more examples for functors when
we implement the basic image processing functionality in Section 6.5.2.

6.2.5 Data accessors

The idioms reported so far (generic data structures and algorithms, it-
erators, and functors) are the basis of the STL. However, experience has
shown that algorithms and data structures are not sufficiently indepen-
dent as long as we have only a single function

iterator::operator*()

to access the iterator’s current data item. There are two fundamental
problems with this function: First, it assumes that all algorithms want
to see the entire data at the current position. This makes it problematic
to operate on a subset of the actual data structure (such as a single
color band of an RGB image). Second, *iterator must be used for
both reading and writing the data. This means, operator*() must
return the data by reference if we want to overwrite it. This is difficult
to implement for certain container implementations (e. g., a multiband
RGB image).

Therefore, additional interface objects, called data accessors, are
needed to encapsulate actual data access [6]. A data accessor reads data
at the current iterator position via a get() function, and writes them via
a set() function. Within these functions, arbitrary adaptations (such
as extracting just the red band of an RGB pixel, or transforming RGB to
gray) can be performed. In general, a data accessor looks like this:

template <typename VALUETYPE, typename ITERATOR>
struct SomeAccessor
{

typedef VALUETYPE value_type; // advertise your value type

value_type get(ITERATOR & i) const; // read an item
void set(value_type v, ITERATOR & i) const; // write an item

};

Using this data accessor, we can implement a more general version
of the linear copy() algorithm like this:
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template <typename SrcIterator, typename SrcAccessor,
typename DestIterator, typename SrcAccessor>

void copy(SrcIterator s, SrcIterator end, SrcAccessor sa,
DestIterator d, DestAccessor da)

{
for(; s != end; ++s, ++d)

da.set(sa.get(s), d); // read/write via accessor
}

Although it is probably hard to see the advantages of accessors
(and generic programming in general) in an algorithm as simple as
copy(), the same techniques can be applied to arbitrary complicated
algorithms, where reuse will really pay off.

6.2.6 Meta-information: traits

To automate instantiation of more complicated generic algorithms, we
also need meta-information, that is, machine readable descriptions of
the properties and constraints of generic building blocks. In C++, meta-
information is commonly stored in so-called traits classes [7]. We illus-
trate traits using two important examples.

As is well known, C++ performs certain automatic type conversions,
if an expression can not be evaluated otherwise. For example, inte-
gers are promoted to double if they are mixed with real numbers in an
arithmetic expression. In case of generic algorithms, we can not know
in advance which type of conversions should be applied. Traits can
be used to provide the meta-information needed in such a situation.
We define PromoteTraits, which describe the type promotion rules
between two types T1 and T2 as follows:

template <typename T1, typename T2> struct PromoteTraits;

struct PromoteTraits<float, unsigned char> {
typedef float Promote; // unsigned char is promoted to float

};

struct PromoteTraits<RGBStruct<float>, RGBStruct<unsigned char> > {
typedef RGBStruct<float> Promote; // RGBStruct<unsigned char> is

}; // promoted to RGBStruct<float>

These traits classes must be defined for all type combinations we are
interested in. Then we can use RGBStruct-traits to implement a generic
function for, say, component-wise addition of two RGBStructs:

template <typename T1, typename T2>
PromoteTraits<RGBStruct<T1>, RGBStruct<T2> >::Promote
operator+(RGBStruct<T1> const & t1, RGBStruct<T2> const & t2)
{

// construct result from promoted sums of color components
return PromoteTraits<RGBStruct<T1>, RGBStruct<T2> >::Promote(

t1.red + t2.red, t1.green + t2.green, t1.blue + t2.blue);
}

The traits class determines the type of the result of the addition for
any combination of RGBStruct<T1> and RGBStruct<T2> for which we
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have defined PromoteTraits. In addition to binary promotion traits,
we also define unary traits that are used to determine the type of tem-
porary variables for intermediate results (including the initialization of
these variables). These definitions look like this:

template <typename T> struct NumericTraits;

struct NumericTraits<unsigned char> {
// store intermediate results as float
typedef float Promote;

// neutral element of addition
static unsigned char zero() { return 0; }
// neutral element of multiplication
static unsigned char one() { return 1; }

};

struct NumericTraits<RGBStruct<unsigned char> > {
typedef RGBStruct<float> Promote;

static RGBStruct<unsigned char> zero() {
return RGBStruct<unsigned char>(0, 0, 0);

}
static RGBStruct<unsigned char> one() {

return RGBStruct<unsigned char>(1, 1, 1);
}

};

The necessity of using NumericTraits is best seen in a function
calculating the average of some values. Look at the following traditional
code:

unsigned char value[20] = {...};

float average = 0.0;
for(int i=0; i<20, ++i)

average += value[i];
average /= 20.0;

Had we stored the average in the original data type unsigned char,
a numeric overflow would probably have occurred after a few additions,
leading to a wrong result. We will use NumericTraits to avoid this
problem. The generic implementation of the averaging algorithm on a
1-D sequence will look like this:

template <typename Iterator, typename Accessor>
NumericTraits<Accessor::value_type>::Promote
average(Iterator i, Iterator end, Accessor a)
{

NumericTraits<Accessor::value_type>::Promote sum =
NumericTraits<Accessor::value_type>::zero();

int count = 0;
for(; i != end; ++i, ++count) sum = sum + a.get(i);

return (1.0 / count) * sum;
}



114 6 Reusable Software in Computer Vision

6.3 Two-dimensional iterators

6.3.1 Navigation

Although linear iterators as described in the previous section have their
place in computer vision (see Section 6.7), we will first and foremost
work on 2-D images. Thus, we must generalize the iterator concept to
two dimensions (higher dimensions can be introduced analogously, but
will not be covered in this chapter), that is, we must define navigation
functions that tell the iterator in which coordinate direction to move.
As a first idea, we could define navigation functions like incX() or
subtractY(), but in C++ there exists a more elegant solution that uses
nested classes to define different views onto the same navigation data.
More specifically, consider the following iterator design:

class ImageIterator {
public:

// ...

class MoveX {
// data necessary to navigate in X direction

public:
// navigation function applies to X-coordinate
void operator++();
// ...

};

class MoveY {
// data necessary to navigate in Y direction

public:
// navigation function applies to Y-coordinate
void operator++();
// ...

};

MoveX x; // x-view to navigation data
MoveY y; // y-view to navigation data

};

Now we can use the nested objects x and y to specify the direction
to move along as if we had two 1-D iterators:

ImageIterator i;
++i.x; // move in x direction
++i.y; // move in y direction

This way we can define 2-D iterators in terms of the same operations
which the STL defines for 1-D iterators. Table 6.1 lists the complete
functionality to be supported by 2-D random access iterators3. A stan-
dard implementation that works with all image formats that internally
store image data as a linear memory block is contained on the CD-ROM
that accompanies this book.

3Forward and bidirectional image iterators can easily be defined by dropping some
of the listed functions.
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Table 6.1: Requirements for image iterators (Meaning of symbols:
ImageIterator i, j; int dx, dy; struct Dist2D { int width, height; } dist;)

Operation Result Semantics

ImageIterator::MoveX type of the x navigator

ImageIterator::MoveY type of the y navigator

ImageIterator::value type type of the pixels

++i.x; i.x++ void increment x coordinate1,3

--i.x; i.x-- void decrement x coordinate1,3

i.x += dx ImageIterator::MoveX & add dx to x coordinate

i.x -= dx ImageIterator::MoveX & subtract dx from x coord.

i.x - j.x int difference of x coordinates2

i.x = j.x ImageIterator::MoveX & i.x += j.x - i.x2

i.x == j.x bool j.x-i.x == 01,2

i.x < j.x bool j.x-i.x > 02

++i.y; i.y++ void increment y coordinate3

--i.y; i.y-- void decrement y coordinate3

i.y += dy ImageIterator::MoveY & add dy to y coordinate

i.y -= dy ImageIterator::MoveY & subtract dy from y coord.

i.y - j.y int difference of y coordinates2

i.y = j.y ImageIterator::MoveY & i.y += j.y - i.y2

i.y == j.y bool j.y-i.y == 02

i.y < j.y bool j.y-i.y > 02

ImageIterator k(i) copy constructor

k = i ImageIterator & copy assignment

i += dist ImageIterator & add offset to x and y

i -= dist ImageIterator & subtract offset from x and y

i + dist ImageIterator add offset to x and y

i - dist ImageIterator subtract offset from x and y

i - j Dist2D difference in x and y2

i == j bool i.x==j.x && i.y==j.y2

*i value type & access the pixel data4

*i value type read the pixel data5

i(dx, dy) value type & access data at offset (dx,
dy)4,6

i(dx, dy) value type read data at offset (dx, dy)5,6

1prefer this in inner loops 4mutable iterator only, optional
2i and j must refer to the same image 5constant iterator only, optional
3*i.x++, *i.y++ etc. not allowed 6replaces operator[] in 2-D
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All functions listed must execute in constant time. To further op-
timize execution speed, we also label some functions as “prefer this
in inner loops,” which means that these functions should be fastest
(i. e., have the smallest “big O factor”). Typically, they should consist of
just one addition respective comparison to match the speed of normal
pointer arithmetic. All navigation functions must commute with each
other, that is, the same location must be reached if a sequence of nav-
igation functions (say ++i.x; ++i.y;) is applied in a different order
(like ++i.y; ++i.x;).

6.3.2 Direct data access

In contrast to the STL, the image iterator functions for direct data access
(operator* and operator()) have been made optional, because there
is no guarantee that these functions can be defined as desired when
we want to implement iterators for existing data structures that we can
not change. For example, suppose for some reason we must use the
AbstractImage defined in the introduction. To make it compatible
with our generic algorithms, we need to wrap it into an image iterator.
This is actually very easy, because we can use plain integers for the
iterators’ MoveX and MoveY members:

struct AbstractImageIterator
{

typedef unsigned char value_type;
typedef int MoveX;
typedef int MoveY;
int x, y;

// init iterator at the upper left corner of the image
AbstractImageIterator(AbstractImage * img)
: image_(img), x(0), y(0)
{}

// point two iterators to different positions ?
bool operator!=(AbstractImageIterator const & i) const
{

return (x != i.x || y != i.y);
}
// ... not all functions shown

// delegate data access to the underlying image
unsigned char get() const
{

return image_->getPixel(x, y);
}

void set(unsigned char v)
{

image_->setPixel(v, x, y);
}

/* these functions are hard or impossible to implement:
unsigned char & operator*();
unsigned char & operator()(int dx, int dy);
*/
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private:
AbstractImage * image_;

};

For a mutable iterator, operator* and operator() are required to
return a reference to the current data item. However, as the under-
lying AbstractImage does not return data by reference, the iterator
can not do it either (Tricks to work around this problem, such as the
proxy technique described in Meyers [8], provide partial solutions at
best). Therefore, in Table 6.1 these functions are marked “optional.” A
general and satisfying solution to this problem is a major motivation
behind the introduction of data accessors in Section 6.4.

6.3.3 Image boundaries

In contrast to a 1-D sequence, which has just 2 ends, an image of size
w×h has 2(w+h+2) past-the-border pixels4. To completely mark the
boundaries of this image, we need a set of iterators — one for the begin
and end of each row and each column. Iterators that refer to past-the-
border pixels will be called boundary markers (no new type is required).
According to their position we distinguish left, right, top, and bottom
boundary markers. It is not desirable to pass a set of 2(w + h + 2)
boundary markers to an algorithm. Therefore we specify rules as to
how the algorithm can create any boundary marker from just a few on
known positions.

All 2-D iterators must be able to navigate on past-the-border loca-
tions as if these pixels were inside the image. Thus we can transform
an iterator into a boundary marker and a boundary marker into another
one. The difference is that boundary markers must not be lost, that is,
we are not allowed to access data at past-the-border positions. To be
exact, top boundary markers are defined as follows:

• For each column a unique top boundary marker exists. A program
may hold many identical instances of this marker.

• Applying ++i.y will move the boundary marker to the first pixel
of the current column, a subsequent --i.y recreates the marker.
Likewise, i.y+=dy may be applied if the target pixel is inside the
image or past the bottom border (dy ≤ h+1). Subsequent i.y-=dy
recreates the marker.

• Applying ++i.x, --i.x, i.x+=dx or i.x-=dx produces the top
boundary markers of the respective target columns, if they exist.

Analogous definitions apply to the other boundaries. Examples for
generic algorithms implemented on the basis of these definitions are
given in what follows.

4Past-the-border pixels are the outside pixels having at least one 8-neighbor in the
image.
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6.4 Image data accessors

When we implemented an image iterator for the AbstractImage we
saw that it was impossible to provide data access operators (operator*
and operator()) that returned the current data item by reference. An-
other common example for a data structure suffering from this prob-
lem is the multiband RGB image. In a multiband RGB image, pixel val-
ues are stored in three separate images (bands) for each of the three
color components, rather than in one image of compound RGBStructs
(as, for example, the RGBStructImage defined in section “Generic pro-
gramming”). A typical implementation of a multiband RGB image could
look like this:

class MultibandRGBImage
{

public:
unsigned char & red(int x, int y);
unsigned char & green(int x, int y);
unsigned char & blue(int x, int y);
//...

private:
unsigned char * redband, * greenband, * blueband;

};

The corresponding image iterator would simply mirror the access
functions of the image:

struct MultibandRGBImageIterator
{

// navigation functions not shown ...

unsigned char & red();
unsigned char & green();
unsigned char & blue();

/* this is difficult or impossible to implement
RGBStruct<unsigned char> & operator*();
RGBStruct<unsigned char> & operator()(int dx, int dy);
*/

};

Once again we can not implement the standard access functions
used within the STL, because the desired return type

RGBStruct<unsigned char>&

does not physically exist in the underlying image data structure. Thus,
while it is easy to define a uniform navigation interface for the itera-
tors, we can not guarantee that all iterators have a uniform data access
interface. Kühl and Weihe [6] proposed an additional level of indirec-
tion, the data accessor, to recover the desired uniform interface. As was
mentioned earlier, data accessors provide a pair of get() and set()
functions that are inlined by the compiler so that the additional indirec-
tion does not affect performance. In cases where the iterator provides
operator*, get and set simply call it:
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template <typename VALUETYPE, typename STANDARDITERATOR>
struct StandardAccessor
{

typedef VALUETYPE value_type; // advertise your value type

value_type get(STANDARDITERATOR & i) const {
return *i; // read current item

}

void set(value_type v, STANDARDITERATOR & i) const {
*i = v; // write current item

};

Because the AbstractImageIterator does not work this way, it
needs a different accessor that could look like this:

struct AbstractImageAccessor
{

typedef unsigned char value_type;

value_type get(AbstractImageIterator & i) const {
return i.get();

}
void set(value_type v, AbstractImageIterator & i) const {

i.set(v);
}

};

In addition to the standard get() and set() functions, an RGB ac-
cessor provides functions to access each color separately. These func-
tions will be used by algorithms that explicitly require RGB pixels. For
the multiband RGB image, such an accessor could be defined as follows:

struct MultibandRGBImageAccessor
{

typedef RGBStruct<unsigned char> value_type;
typedef unsigned char component_type;

value_type get(MultibandRGBImageIterator & i) const {
return value_type(i.red(), i.green(), i.blue());

}

void set(value_type rgb, MultibandRGBImageIterator & i) const {
i.red() = v.red; // assume that the iterator
i.reen() = v.green; // mirrors the red(), green(),
i.blue() = v.blue; // blue() function of the image

} // which return data by reference

component_type getRed(MultibandRGBImageIterator & i) const {
return i.red();

}

void setRed(component_type v, MultibandRGBImageIterator & i) const {
i.red() = v;

}
// ...

};

Providing a uniform data access interface regardless of the under-
lying image implementation is not the only advantage of introducing
accessors: they can also be used to perform an arbitrary transforma-
tion before the algorithm actually sees the data (for instance, color to
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gray conversion), or to restrict access to just a part of the current item,
such as one color component of an RGB pixel. For example, we could
select just the red band of the RGBStructImage by using the following
accessor:

struct RedComponentAccessor
{

typedef unsigned char value_type;

value_type get(RGBStructImage::Iterator & i) {
return (*i).red;

}

void set(value_type v, RGBStructImage::Iterator & i) const {
(*i).red = v;

}
};

For example, we could now apply a scalar convolution to each color
component separately by calling the convolution algorithm (see Sec-
tion 6.5.3) with red, green, and blue band accessors in turn. With-
out accessors, this behavior would be difficult to implement for the
RGBStructImage, whereas it would be easy for a MultibandRGBImage.
Hence accessors serve to smooth out the differences between various
implementation choices for the image data structures, which would
otherwise make universally reusable algorithm implementations im-
possible.

6.5 Generic algorithms on images

6.5.1 Basic image processing algorithms

Now that we have covered all preliminaries we can finally come to the
real thing, the implementation of generic algorithms on images. Basic
image processing algorithms will be direct generalizations of the 1-D
algorithms described in Section “Generic Programming.” The region
of interest will be determined by a pair of iterators, called upperleft
and lowerright. Similarly to the end iterator in 1-D, which points to
the first position past the desired range, lowerright denotes the first
pixel outside the desired ROI (i. e., one pixel right and below of the last
pixel inside the ROI), while upperleft points to the first pixel in the
ROI (see Fig. 6.1). Note, that upperleft and lowerright may refer to
arbitrary positions in the image, so that any algorithm can be applied
to any rectangular subregion of an image without modification.

The basic image processing functionality can be implemented with
just five generic functions:

initImage() inspectImage() inspectTwoImages()
copyImage() transformImage() combineTwoImages()

With the exception of copyImage(), all these functions take functors to
define their actual semantics (see next section). The first is used to load
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Figure 6.1: Iterators at upperleft and lowerright determine the region of
interest.

specific, possibly location dependent, values in a new image. The next
two are applied to collect statistics for the entire image resp. labeled
regions. As the name suggests, copyImage() is used to copy images
(which may require an automatic type conversion). As we can pass iter-
ators at arbitrary positions, copyImage() also covers the functionality
of extracting and inserting subimages. Finally, the last two functions
will be used to perform point operations involving one image (such as
thresholding or histogram manipulation) and two images (such as pixel
arithmetic), respectively. To give an idea of how these functions work,
we will give the implementation of two of them:

template <class SrcIterator, class SrcAccessor, class Functor>
void inspectImage(SrcIterator upperleft, SrcIterator lowerright,

SrcAccessor sa, Functor & func)
{

// iterate down first column
for(; upperleft.y < lowerright.y; ++upperleft.y)
{

SrcIterator s(upperleft); // s points to begin of row
for(; s.x < lowerright.x; ++s.x) // across current row

func(sa.get(s)); // apply functor
}

}

template <class SrcIterator, class SrcAccessor,
class DestIterator, class DestAccessor, class Functor>

void transformImage(
SrcIterator supperleft, SrcIterator lowerright, SrcAccessor sa,
DestIterator dupperleft, DestAccessor da, Functor func)

{
for(; supperleft.y < lowerright.y; // down first column

++supperleft.y, ++dupperleft.y)
{

SrcIterator s(supperleft); // s and d point to begin of
DestIterator d(dupperleft); // current src resp. dest row
for(; s.x < lowerright.x; ++s.x, ++d.x) // accross row
{

da.set(func(sa.get(s)), d); // apply functor
}

}
}

To extend the functionality towards arbitrary regions of interest
(ROIs) we also introduce versions of these algorithms that use mask
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images. Application of these algorithms’ functionality is restricted to
the positions where the mask returns true. These algorithms are de-
noted by the suffix ’If’. copyImageIf() looks like this:

template <class SrcIterator, class SrcAccessor,
class MaskIterator, class MaskAccessor,
class DestIterator, class DestAccessor>

void copyImageIf(
SrcIterator supperleft, SrcIterator lowerright, SrcAccessor sa,
MaskIterator mupperleft, MaskAccessor ma,
DestIterator dupperleft, DestAccessor da)

{
for(; supperleft.y < lowerright.y;

++supperleft.y, ++dupperleft.y, ++mupperleft.y)
{

SrcIterator s(supperleft);
MaskIterator m(mupperleft);
DestIterator d(dupperleft);
for(; s.x < loweright.x; ++s.x, ++d.x, ++m.x)
{

if(ma.get(m)) // check the mask
da.set(sa.get(s), d); // copy only if true

}
}

}

In conjunction with various functors (see next section), these func-
tions are extremely versatile. By passing different iterators and acces-
sors, we can apply them to

• arbitrary pixel data types (byte, int, float, RGBStruct or anything
else),

• arbitrary image data structures (GenericImage, AbstractImage,
MultibandRGBImage or anything else),

• subsets of structured pixel types (For example, by passing a RedBand-
Accessor and a GreenBandAccessor to copyImage(), we can copy
the red band of an RGB image into the green band of another.),

• debug versions of the data structures (For example, we can use a
bounds-checking iterator during debugging.), and

• arbitrary subimages (by passing iterators at suitable positions and/
or use mask images).

Neither of these options requires any changes to the algorithms.
Thus, we need much less source code than a traditional library to pro-
vide the same functionality. In our generic library VIGRA (which is pro-
vided in /software/04 on the CD-ROM accompanying this book), the
algorithms described here, plus functors for all common pixel trans-
formations (such as thresholding, algebraic functions, pixel arithmetic,
and logical functions), take less than 10 Kbytes of source code. In con-
trast, in a traditional system like KHOROS, all these functions must be
implemented repeatedly, which consumes over 100 Kbytes of source
code. These numbers directly translate into a huge gain in program-
mer productivity.
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6.5.2 Functors for image processing

To bring the forementioned functions to life, we need to implement
functors for common operations. For example, consider an algorithm
that maps an image from an arbitrary scalar intensity domain into the
displayable range 0...255. To do this we first need to find the minimal
and maximal pixel values in the original image. This can be done by the
function inspectImage() and the following FindMinMaxFunctor5:

template <class PIXELTYPE>
struct FindMinMaxFunctor
{

MinmaxFunctor() : count(0) {}

void operator()(PIXELTYPE const & i)
{

if(count == 0) {
max = min = i; // first pixel: init max and min

}
else {

if(max < i) max = i; // update max
if(i < min) min = i; // and min

}
++count; // update pixel count

}

int count;
PIXELTYPE min, max;

};

Image img(width, height);
//...
FindMinMaxFunctor<Image::PixelType>minmax;

inspectImage(img.upperLeft(), img.lowerRight(), img.accessor(),
minmax);

Now that we know the minimum and maximum, we can apply a
linear transform to map the original domain onto the range 0...255.
We use the function transformImage() in conjunction with a functor
LinearIntensityTransform:

template <class PIXELTYPE>
struct LinearIntensityTransform
{

typedef typename NumericTraits<PIXELTYPE>::Promote value_type;

LinearIntensityTransform(value_type scale, value_type offset)
: scale_(scale), offset_(offset)
{}

value_type operator()(PIXELTYPE const & i) const
{

return scale_ * (i + offset_);
}

5For convenience, in the sequel we will assume that we are using an image data type
that has member functions upperLeft(), lowerRight(), and accessor(), as well as
embedded typedefs PixelType, Iterator and Accessor. Also, the iterator shall
support operator*.
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value_type scale_, offset_;
};

//...

LinearIntensityTransform<Image::PixelType>
map_intensity(255.0*(minmax.max-minmax.min), -minmax.min);

Image destimg(width, height);

transformImage(img.upperLeft(), img.lowerRight(), img.accessor(),
destimg.upperLeft(), destimg.accessor(), map_intensity);

At first this looks rather complicated and lengthy. One should,
however, keep in mind that the functions and functors need to be im-
plemented only once, and can then be reused for any image we want
to transform, regardless of the pixel types and implementation de-
tails. Moreover, some further simplifications to the foregoing code are
possible. For example, we can define factory functions to generate
the triples [upperleft, loweright, accessor] respectively pairs
[upperleft, accessor] automatically, given an image. By using ex-
pression templates, we can also let the compiler generate functors auto-
matically, given the expression it implements. However, a description
of these simplifications is beyond the scope of this chapter.

6.5.3 Higher-level functions

The techniques outlined here are likewise applied to implement higher-
level algorithms. Currently, we have implemented about 50 generic al-
gorithms in our library VIGRA. This includes edge and corner detection,
region growing, connected components labeling, feature characteriza-
tion, and calculation of feature adjacency graphs. A few examples shall
illustrate some possibilities; a larger selection of examples can be found
on the CD-ROM provided with this book.

First let us look at a simple averaging algorithm. We will give its full
implementation to illustrate typical image iterator usage in operations
involving a window around the current location. This implementation
was also used as the generic variant in the benchmark tests reported
in the next section6.

template <class SrcImageIterator, class SrcAccessor,
class DestImageIterator, class DestAccessor>

void averagingFilter(SrcImageIterator supperleft,
SrcImageIterator slowerright, SrcAccessor sa,
DestImageIterator dupperleft, DestAccessor da,
int window_radius)

{
// determine pixel type of source image
typedef typename SrcAccessor::value_type SrcType;

// determine temporary type for averaging (use

6Of course, in practice one would use a separable algorithm to gain speed. Sec-
tion 6.7.1 shows how this is effectively done using row and column iterator adapters.
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// NumericTraits::Promote to prevent overflow)
typedef typename NumericTraits<SrcType>::Promote SumType;

int width = slowerright.x - supperleft.x; // calculate size
int height = slowerright.y - supperleft.y; // of image

for(int y=0; y < height; // down first column
++y, ++supperleft.y, ++dupperleft.y)

{
SrcImageIterator xs(supperleft); // create iterators
DestImageIterator xd(dupperleft); // for current row

for(int x=0; x < width; ++x, ++xs.x, ++xd.x)
{

// clip the window
int x0 = min(x, window_radius);
int y0 = min(y, window_radius);
int winwidth = min(width - x, window_radius + 1) + x0;
int winheight = min(height - y, window_radius +1) + y0;

// init sum to zero
SumType sum = NumericTraiTs<SrcType>::zero();

// create y iterators for the clipped window
SrcImageIterator yw(xs - Dist2D(x0, y0)),

ywend(yw + Dist2D(0, winheight));

for(; yw.y != ywend.y; ++yw.y)
{

// create x iterators for the clipped window
SrcImageIterator xw(yw),

xwend(xw + Dist2D(winwidth, 0));

// fastest operations in inner loop
for(; xw.x != xwend.x; ++xw.x)
{

sum += sa.get(xw);
}

}

// store average in destination
da.set(sum / (winwidth * winheight), xd);

}
}

}

The algorithm calculates the average of all pixel values in a square
window (whose size is given by window radius in chess-board met-
ric). If the window is partially outside the image, it is clipped ac-
cordingly. The result is written into the destination image. Note that
NumericTraits are used to determine the type of the variable to hold
the sum of the pixel values to prevent overflow (which would almost
certainly occur if SrcAccessor::value type were unsigned char).

This algorithm is easily generalized to arbitrary convolutions. Simi-
larly to images, we pass convolution kernels by iterators and accessors.
This allows us to represent kernels in many different ways—we can
use dedicated kernel objects as well as images and even C-style arrays,
without requiring any change to the algorithm. In contrast to images,
we must also pass the kernels’ center. Therefore, the declaration of a
general convolution function could look like this:
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template <class SrcIterator, class SrcAccessor,
class DestIterator, class DestAccessor,
class KernelIterator, class KernelAccessor>

void convolveImage(SrcIterator sul, SrcIterator slr, SrcAccessor sa,
DestIterator dul, DestAccessor da,
KernelIterator kupperleft, KernelIterator kcenter,
KernelIterator klowerright, KernelAccessor ka);

Seeded region growing is a particularly good example for the ver-
satility of the generic approach. In general, seeded region growing is
defined by a set of seed regions, an image containing pixel information
(like gray levels, colors, gradients etc.), and a statistics functor to de-
termine into which region each pixel fits best. Thus, the corresponding
function declaration would look as follows:

template <class SrcIterator, class SrcAccessor,
class SeedIterator, class SeedAccessor,
class DestIterator, class DestAccessor,
class StatisticsFunctor>

void seededRegionGrowing(SrcIterator sul, SrcIterator slr, SrcAccessor sa,
SeedIterator seedul, SeedAccessor seeda,
DestIterator dul, DestAccessor da,
StatisticsFunctor statfunc);

Without any modification of this algorithm’s source code, we can
use it to implement many different region growing variants by simply
passing different images and functors. Possibilities include:

• If the statistics functor returns always the same value, a morpholog-
ical dilation of all regions will be performed until the image plane
is completely covered. In particular, if the seed regions are single
pixels, the Voronoi tessellation will be determined.

• If the source image contains gradient magnitudes, the seed image
contains gradient minima, and the statistics functor returns the lo-
cal gradient at every location, the watershed algorithm will be real-
ized.

• If the statistics functor calculates and constantly updates region
statistics for every region (such as mean gray values or colors), it
can compare every pixel with its neighboring regions to determine
where it fits best.

This illustrates a general experience we have made with genericity:
Due to the versatility of generic functions, we do not need special im-
plementations for every variation of a general algorithm. This means
that a smaller number of generic functions is sufficient to implement
functionality analogous to a traditional image analysis library. Also,
generic functions are very robust under algorithm evolution: if better
growing criteria are found, we simply pass other functors and/or im-
ages, but the core implementation remains unchanged.
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6.6 Performance

To assess the claims about the performance of generic algorithms we
conducted a number of benchmark tests. We tested four different im-
plementations of the averaging algorithm for a 2000×1000 float image
with window size 7×7 on various systems. These are the implementa-
tion variants we tested:

1. a hand-optimized pointer-based version;

2. a traditional object-oriented variant using the abstract image inter-
face with a virtual access function as defined in AbstractImage in
the introduction;

3. the averaging algorithm as shown in the previous section using
the AbstractImageIterator which wraps the virtual function of
AbstractImage; and

4. the averaging algorithm as shown in the previous section using the
standard implementation for image iterators operating on linear
memory (see /software/06 on the CD-ROM).

The results of these tests are given in Table 6.2. The table shows
that with the best compilers the proposed image iterator (variant 4)
comes close to the performance of a hand-crafted algorithm (variant 1),
whereas the versions using the abstract image interface (virtual func-
tion calls) are much slower (variants 2 and 3). Even in the worst case
variant 4 takes less than double the optimal time. In the light of
the flexibility gained this should be acceptable for many applications.
Moreover, there is no principal reason that our iterator implementation
must be slower than the hand-crafted version. Thus, with the perma-
nent improvement of the compiler optimizers, we expect the perfor-
mance of our iterator to increase further.

6.7 Image iterator adapters

On the basis of the proposed iterator interface we can define itera-
tors that modify the standard behavior in various ways. In many cases
this allows for improving reusability by turning algorithms into itera-
tor adapters. For example, algorithms that need 1-D projections of the
image (i.e., a particular order in which all or some pixels are visited) can
be generalized by encapsulating the particular projection into appropri-
ate iterator adapters. By exchanging iterator adapters, different access
sequences can be realized without changing the actual algorithm.

The simplest 1-D iterator adapter is, of course, the scan line iter-
ator, which scans the entire image in scan line order. It can often be
implemented as a normal pointer to the raw image data and this makes

file:../software/06/readme.txt
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Table 6.2: Performance measurements for different implementations of the
averaging algorithm

Implementation Variant

System 1 2 3 4

1 2.75 s (100 %) 12.6 s (460 %) 7.5 s (270 %) 3.3 s (120 %)

2 9.9 s (100 %) 42.2 s (425 %) 35.6 s (360 %) 18.5 s (190 %)

3 11.5 s (100 %) 64.8 s (560 %) 55.7 s (480 %) 17.0 s (150 %)

4 8.1 s (100 %) 38.4 s (470 %) 13.5 s (170 %) 9.1 s (112 %)

System 1 SGI O2, IRIX 6.3, SGI C++ 7.1

System 2 SGI INDY, IRIX 5.3, SGI C++ 4.0 (outdated compiler)

System 3 Sun SparcServer 1000, Solaris 5.5, Sun C++ 4.2

System 4 PC Pentium 90, Windows NT 4.0, Microsoft VC++ 4.0

it very fast. Thus it is best suited for internal copy and initialization
operations, when we need to process the entire image very fast.

6.7.1 Row and column iterators

Row and column iterators are very useful iterator adapters because they
support the implementation of separable algorithms. They provide an
interface compatible with the STL’s random access iterators and restrict
navigation to the specified row or column:

template <class ImageIterator>
struct RowIterator
{

RowIterator(ImageIterator const & i) // position of iterator i
: iter(i) // determines row to operate on
{}

RowIterator & operator++() {
iter.x++; // go always in x direction
return *this;

}

value_type & operator*() {
return *iter; // delegate access to enclosed image iterator

}
// etc...

ImageIterator iter;
};

Now, when we want to define a separable algorithm, just one im-
plementation is sufficient for both directions (and in fact for any 1-D
projection), because the actual direction is specified solely by the type
of the iterator adapter passed to the algorithm. Consider the following
1-D algorithm for a recursive exponential filter:
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template <class Src1DIterator, class SrcAccessor,
class Dest1DIterator, class DestAccessor>

void recursiveSmoothSignal(
Src1DIterator sbegin, Src1DIterator end, SrcAccessor sa,
Dest1DIterator dbegin, DestAccessor da, float scale)

{
...

}

If we recall that this algorithm can operate in-place (i. e., source and
destination signal can be identical, so that no temporary signal must
be generated), we can implement the 2-D recursive filter by simply call-
ing the 1-D version twice, first using row iterators, then using column
iterators:

template <class SrcImageIterator, class SrcAccessor,
class DestImageIterator, class DestAccessor>

void recursiveSmoothImage(
SrcImageIterator sul, SrcImageIterator slr, SrcAccessor sa,
DestImageterator dul, DestAccessor da, float scale)

{
int width = slr.x - sul.x; // calculate size
int height = slr.y - sul.y; // of image

DestImageIterator destul = dul; // save iterator for later use

for(int y=0, y<height, ++sul.y, ++dul.y, ++y)
{

RowIterator<SrcImageIterator> sr(sul); // create iterator
RowIterator<DestImageIterator> dr(dul); // adapters for row

// convolve current row
recursiveSmoothSignal(sr, sr+width, sa, dr, da, scale);

}

for(int x=0, dul=destul; x<width; ++dul.x, ++x)
{

ColumnIterator<DestImageIterator> dc(dul); // adapter for column

// convolve current column (in-place)
recursiveSmoothSignal(dc, dc+height, da, dc, da, scale);

}
}

6.7.2 Iterator adapters for arbitrary shapes

The idea of row and column iterators is easily generalized to arbitrarily
shaped linear structures such as lines, rectangles, ellipses, and splines.
For example, we can turn Bresenham’s algorithm for drawing a straight
line into an iterator adapter like this:

template <class ImageIterator>
struct BresenhamLineIterator
{

BresenhamLineIterator(ImageIterator start, ImageIterator end)
: iterator_(start), x_(0.0), y_(0.0)
{

int dx = end.x - start.x; // calculate the distance
int dy = end.y - start.y; // from start to end
int dd = max(abs(dx), abs(dy)) > 0 ? max(abs(dx), abs(dy) : 1;
dx_ = (float)dx / abs(dd); // init the appropriate
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Figure 6.2: A ContourIterator (white arrows) follows the contour of the darkest
region.

dy_ = (float)dy / abs(dd); // increments (Bresenham algorithm)
}

BresenhamLineIterator & operator++()
{

// calculte the next pixel along the line and advance
// ImageIterator accordingly

}
// ...

bool operator==(BresenhamLineIterator const & r) const {
return iterator_ == r.iterator_; // delegate comparison to

} // internal image iterators

ImageIterator::PixelType & operator*() {
return *iterator_; // likewise delegate access

}

ImageIterator iterator_;
float x_, y_;

};

A general drawing algorithm would now look like this:

template <class Iterator, class Accessor, class Color>
void drawShape(Iterator i, Iterator end, Accessor a, Color color)
{

for(; i != end; ++i) a.set(color, i);
}

By passing different iterators, this algorithm can draw any kind of
shape. Similarly, we can implement an algorithm to output the intensity
profile along an arbitrary contour, and we can even apply the linear
convolution defined here to any curved line, always using the same set
of iterator adapters to determine the curve.

There are many more possible iterator adapters that we can not
describe here. To mention just a few: chain code iterators proceed
according to a given chain code. Contour iterators follow the contour
of a labeled region in a segmented image (see Fig. 6.2). Region iterators
scan all pixels in a given region, which lets us calculate region statistics
or fill the region with a new color. Interpolating iterators can be placed
on noninteger positions and return interpolated image data there.
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6.8 Conclusions

This chapter introduced a generic programming approach to the devel-
opment of reusable algorithms in image processing and analysis. It is
based on ideas made popular by the C++ Standard Template Library
and extends its abstract iterator design to the domain of 2-D images.
This approach overcomes a number of limitations of traditional ways
to design reusable software:

• Programming is more efficient than with traditional methods be-
cause a single algorithm implementation can be adapted to many
different situations.

• There is only a small performance penalty compared to an opti-
mized version of the algorithm. Once the optimizers catch up, it is
expected that the performance penalty can be eliminated altogether.

• A smooth transition to generic programming is possible: iterators
can be implemented for existing data structures. Switching to ge-
neric programming does not influence any existing code. Existing
code can be transformed into a generic form as needed.

• Implementing generic algorithms is reminiscent of the traditional
structured programming paradigm which with many researches in
computer vision are already familiar.

Besides the results reported here, we have successfully applied the
same techniques to build and manipulate graph-based representations
of image contents, such as feature adjacency graphs, feature correspon-
dences across image ssequences, scene graphs, and geometric models.
Our experience also showed that a relatively small number of iterator,
accessor and adapter implementations suffice to support a wide variety
of different environments, image data types, and applications.

It has proven very effective to combine generic methods with other
software design approaches such as component-based development
(Chapter 4) and object-oriented design (Chapter 5). The basic idea here
is to use objects and components to arrange functionality and to repre-
sent their relationships according to the needs of a particular applica-
tion, while most of the real work is delegated to generic building blocks
residing below. In this way, strengths and weaknesses of the different
methods are optimally balanced.

For example, in a digital photogrammetry system under develop-
ment in our institute, we have wrapped generic algorithms and data
structures into an object-oriented class hierarchy. In contrast to earlier
designs, a reorganization of this class hierarchy did not affect the al-
gorithms’ implementations—the compiler automatically generated the
new versions needed by the revised objects, thus saving us from a
lot of work. In another project, we similarly wrapped generic build-
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ing blocks into PYTHON modules. PYTHON is a public domain script-
ing language that can be extended by C and C++ libraries (Website at
http://www.python.org). Thus, with minimal additional effort we
were able to build a simple (command driven) interactive image pro-
cessing system on top of the generic VIGRA library.

Using the described approach, change and reuse of image process-
ing and analysis algorithms has become much easier in our organiza-
tion. Not only has programming productivity increased, but, perhaps
more importantly, the psychological barrier to modify existing solu-
tions has been lowered because it became so much easier and safer to
adapt the existing code to new ideas. It would be highly desirable to
officially standardize a common set of iterators and accessors in or-
der to prevent any compatibility problems between implementations
that may otherwise arise. For version 1.0 of the VIGRA library see
/software/06 on the CD-ROM. The latest version can be downloaded
from http://www.egd.igd.fhg.de/˜ulli/vigra/.
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7.1 Introduction

The crucial question to be answered during the assessment of a com-
puter vision algorithm is to what extent is the algorithm performance
useful? The utility of an algorithm can only be stated with respect to
an application, hence the assessment of computer vision algorithms
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is only possible if the application of the computer vision algorithm is
given.

The assessment of a computer vision algorithm falls into two parts,
namely, algorithm performance characterization, and the decision as to
whether the attained performance is sufficient for the given application.
For an application-oriented assessment of computer vision algorithms
both questions must be addressed.

Section 7.2 presents an overview of approaches to characterize the
performance of computer vision algorithms. Section 7.3 describes our
concept for the application-oriented assessment of computer vision al-
gorithms. The concept covers both the performance characterization
and the assessment of algorithm performance. Our assessment system
is described in Section 7.4. Section 7.5 describes the assessment of a
detection algorithm for two different applications.

7.2 Analytical versus empirical performance analysis

Models to explain and to predict the performance of a computer vision
system have gained increasing attention among the computer vision
community during the last few years [1, 2, 3, 4, 5, 6]. Although there ex-
ist a considerable number of approaches in computer vision, the design
of systems that are able to work accurately over a broad range of im-
ages is still difficult. Two mainstream approaches have been developed
by researchers to characterize the performance of image processing
algorithms. The first approach has concentrated on analytical inves-
tigation and sophisticated concepts of error propagation. The second
approach has focused on the quantitative, empirical and experimental
performance characterization.

7.2.1 Analytical performance characterization

In nearly all disciplines of image processing ideas have been proposed
concerning algorithmic behavior under perturbation influence. In lin-
ear estimation a complete theory about error propagation in terms of
covariance calculus exists [7]. Haralick [8] and Bar-Shalom and Li [9]
generalized such approaches to nonlinear problems. Also, numerous
analytical approaches have been proposed to investigate edge detectors
[10, 11, 12, 13], which are a general front-end tool of image analysis sys-
tems. Texture recognition and image segmentation approaches have
been evaluated analytically since the beginning of the 1980s [14, 15, 16].

Another major topic addressed by researchers is the control of ran-
dom perturbations and the influence of clutter. They have attempted
to relate the results of a vision system to image characteristics and
to investigate the main influence factors on algorithm performance.
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There are many reasons why the image processing methodology may
fail [17, 18]: misinterpretations of data features caused by noise; in-
consistent description of object features; missing contrast of the ob-
jects; imprecise edge detection; or background clutter. Therefore, the
object hypotheses usually are not consistent with all data, not even
with a subset for which an algorithm is trained. Thus, the characteris-
tics of objects to be detected have been analyzed under different noise
and clutter conditions and have been compared with the capacity of
human observers. Several papers discuss the features of objects and
background concerning the visibility to human observers. Conners and
Ng [19] modeled the human preattentive vision system on the basis of
gray-value co-occurrence matrices. Shirvaikar and Trivedi [20] used
these matrices to describe the background clutter with a texture-based
image clutter (TIC) measure and discussed the influence of this clutter
measure on the detection performance and false alarm rates. Waldman
et al. [21] suggested that spatial extent, contrast, clutter, movement,
shape, number of targets and color play the main roles in performance
prediction. Schmieder and Weathersby [22] first noticed the relevance
of the relation between target and background in determining detection
probability. They defined a signal-to-clutter ratio (SCR) and compared
the detection capacity of human observers versus the SCR and several
target resolutions. Ratches et al. [23] stated that the signal-to-noise-
ratio (SNR) defined by the average contrast difference between target
and background normalized by the average background intensity has
a basic influence on the detection performance.

The main problem with analytical descriptions is that most vision
systems consist of a combination of multitudinous steps. Each layer
includes highly adapted parameters for a specific application task. The
complexity of the computational procedure can make a complete ana-
lytical analysis infeasible. Additionally, both the applications as well as
the different methodologies are hardly comparable and the disadvan-
tage of one method is the main strength of another. Heuristic parts of
the algorithm are specifically adapted to special situations and are sel-
dom valid in a more general context. For this reason empirical perfor-
mance characterization is to date a common way to answer the earlier-
stated question, although an analytical answer would be highly desir-
able. Suggestions of how to treat the evaluation problem are discussed
in the following.

7.2.2 Empirical performance characterization

An early comparative study of image processing algorithms is that re-
ported by Weszka et al. [24]. They analyzed three feature-based texture-
measure approaches and evaluated their performance using a fixed
data set. Nowadays, it is still a common method to consider differ-
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ent sets of input images and to relate the performance of the algo-
rithm to the variation of image and algorithm parameters. This topic
is addressed by Kanungo et al. [25]. They started with a set of noise-
free images and generated a large number of images from this base
set by adding different realizations of noise and perturbations. They
then developed operating characteristic curves of the algorithm errors
as functions of signal-to-noise ratios and studied the perturbation in-
fluence on the algorithm performance. Haralick [26] provided some
reference operating curves of false alarm rates versus the nondetec-
tion rate as a function of the number of samples and a prespecified
error rate of the vision system. To formulate the evaluation problem in
terms of empirical statistics, similar approaches have been employed
by Bradley [27], Haralick [28], Liu et al. [29], Takeshita and Toriwaki
[30], and Nyssen [31]. They reviewed the theory about receiver oper-
ating characteristics, hypothesis testing procedures and significance
measures, providing additional background for statistical software val-
idation. To treat procedures of considerable computational complexity
modern resampling methods such as bootstrap have been used by Cho
et al. [32], Jain et al. [33] and Chernick et al. [34]. To evaluate complex
algorithms, Courtney et al. [35] suggested that each layer be modeled
separately as probability density functions and then combined to pre-
dict detection and nondetection rates.

7.3 Application-oriented empirical algorithm assessment

The assessment concept presented in this section eventually yields a
qualitative or quantitative statement of algorithm utility for a given ap-
plication, or a ranking of several algorithms based on that statement of
utility. The concept clearly distinguishes between the measurement of
algorithm performance and the assessment of measured algorithm per-
formance for a given application. Due to the lack of analytical models
when predicting algorithm performance, care must be taken during the
acquisition of test data in order to obtain relevant data that reflect the
particular difficulties encountered during the prospective application.
Another consequence of the stated lack of analytical models is that rel-
evant data have to be provided to the developers so that they can adapt
their algorithms to the particular difficulties of the application.

The subsequent assessment of the measured performance is based
on a description of the requirements of the application, the requirement
profile. The algorithm performance is compared to the requirement
profile by means of the assessment function that is used to derive an
application-specific figure of merit (FOM). This FOM can be used in two
ways: first, to derive a statement as to whether or not the assessed al-
gorithm is useful for the prospective application; and second, it may be



7.3 Application-oriented empirical algorithm assessment 137

used for ranking several algorithms according to their figure of merit.
The last step of the assessment concept is to collect all of the infor-
mation produced during the measurement and assessment procedure
(e.g., performance profile, the assessment function, the analysis of sin-
gle algorithm results, etc.) in an assessment profile that is presented
to the prospective algorithm user as well as to the developer.

7.3.1 Task, performance criteria and requirement profile

A computer vision algorithm always performs its task in the context
of an application [36]. Hence, the assessment of a computer vision
algorithm can only be done with respect to the application. Further, it
requires an agreement based on general criteria of engineering. This
agreement must contain an explicit description of the algorithm task
and has to define:

• parameters of the scene;

• objects of interest and their parameters;

• sensor type and sensor parameters;

• the expected computer vision results; and

• the prospective use of the computer vision results.

From the task definition performance criteria are derived. We distin-
guish between general criteria and criteria that are specific to the algo-
rithm class. Examples for algorithm classes are detection, classification
or parameter estimation. Typical performance measures for detection
algorithms are, for example, detection rate and the false alarm rate.
The performance of classification algorithms is usually described by
confusion matrices, and parameter estimation algorithms can be char-
acterized by estimation errors and standard deviations.

General criteria important for the user could be availability, reliabil-
ity, sensitivity with respect to parameter variation, hardware require-
ments of the algorithm as well as resource consumption and execution
time.

The intended use of the computer vision algorithm determines which
criteria are of importance, and allows assigning required values to each
of the selected criteria. Also, weighting factors (costs) for the selected
criteria according to their importance for the application could be es-
tablished.

The forementioned criteria and weights are fixed in the requirement
profile. Together with a rule for combining the weighted criteria to ob-
tain the figure of merit they define the so-called assessment function.
The investigation of additional algorithm features (hardware require-
ments, etc.) would be described in the requirement profile as well.
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7.3.2 Assessment data

This section describes assessment data, that is, all data that are neces-
sary to perform the assessment of a computer vision algorithm: image
data; collateral data; and truth data.

Type of image data. In order to verify an algorithm we distinguish
between: (i) synthetic image data; (ii) image data of modeled objects;
and (iii) image data of real objects [37].

Synthetic image data can be computed from scene descriptions by
algorithms for computer graphics and virtual reality. There are many
tools available to produce images by using a sensor model, an illumina-
tion model and an object or scene model. The advantage of using syn-
thetic objects is the inherent knowledge about the truth of the modeled
scene. This allows for a testbed structure for fully automatic testing
[38].

With the growing demand for the photorealistic appearance of syn-
thetic objects there has been a considerable increase in efforts to model
and generate images. For some examinations image data of model ob-
jects offer an alternative [39]. The image can be taken regardless of the
weather, at low cost and under reproducible conditions.

Working under changing conditions or using outdoor scenes the vi-
sion system has to cope with data that contain distortions and other
perturbations from various sources. To date, it is not possible to real-
istically model all sources of perturbations that have an impact on the
imaging process. For this reason the use of image data of real objects
is a must for the assessment of a computer vision algorithm.

Collateral data. Besides the information given by the test images sup-
plementary information may be available to the algorithm during op-
eration. Such information includes geometric resolution, radiometric
resolution, sensor geometry, and operational conditions. This informa-
tion is called collateral data.

Truth data. The previous sections described the data available to the
algorithm. For assessment purposes, there has to be a description of
the scene represented by the image data as well. Figure 7.1 illustrates
the data acquisition for the assessment of an algorithm that analyzes
images of natural scenes. The scene description is referred to as ground
truth.

It is important to mention here that the ground truth is application-
dependent in the sense that it must contain that information that is
relevant for the given application. In the case illustrated by Fig. 7.1, the
relevant information consists of descriptions of the vehicles present in
the scene.
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Figure 7.1: Illustration of ground truth, sensed truth and algorithm assessment.

Note that ground truth data may also describe objects that are invis-
ible in the sensor images. One reason for this is occlusion, for example,
cars occluded by trees. Another reason for objects missing in sensor
images is illustrated in Fig. 7.1: the scene is captured by one or sev-
eral sensors with different fields of view represented by three ellipses
of different size. The sensor field of view depicted by a solid ellipse
contains all objects present in the scene, while the two dashed ellipses
contain only two objects each.

A problem that is not illustrated in Fig. 7.1 is due to perturbations
that may cause algorithm failures. Knowledge about these perturba-
tions is required for a detailed analysis of algorithm performance.

Because of the cited problems we assign a sensor-specific descrip-
tion to each image. This sensor-specific description is referred to as
sensed truth in Fig. 7.1.

The sensed truth contains only those objects that are actually cap-
tured by the sensors, along with a list of potential sources of misin-
terpretations. The sensed truth represents the ideal result of a com-
puter vision algorithm. In the philosophy of the assessment concept
presented in this contribution, sensed truth has to be generated inter-
actively by a human interpreter. In order to establish the list of po-
tential sources of misinterpretations, a verification in the scene may be
required after a check of the acquired images.
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7.3.3 Image data acquisition

The algorithm performance in general is not independent of scene pa-
rameters and parameters of the image acquisition process. For this
reason the images used for performance characterization must be rep-
resentative for the application if the measured performance is required
to be representative. The problem that arises involves the number of
parameters of the imaging process. Relevant parameters are, for ex-
ample, scene and object parameters, parameters of sensor and sensor
carrier, time of day, time of year and weather conditions. Generally, the
space spanned by the relevant parameters is too large to be covered en-
tirely by the test images. In practice a compromise must be made to
concentrate on the most important parameters regarding the intended
application and to acquire a subset of all possible images.

The data acquisition may be expensive and the generation of truth
is time consuming. As empirical tests are expensive joint tests are nec-
essary. They allow the exploitation of the resources of several institu-
tions, academia and industry, in order to define and perform the tests,
including the preparation of truth, the necessary calibration of the sys-
tem, the huge amount of repeated measurements, and the proper analy-
sis [2]. These are some of the advantages of establishing an assessment
center.

7.3.4 Provision of training data for development

The stated lack of formal models for the imaging process implies that
the specification of a computer vision algorithm cannot be done for-
mally, but must be completed by real images of application-relevant
scenes. For this reason the relevant data set is split into a test data set
and a training data set. The training data set must be representative
of the entire data set. Using this data set, the software developer may
adapt his or her algorithm in order to obtain an optimal result for the
given application.

7.3.5 Algorithm performance characterization

The steps preceding performance characterization are shown in Fig. 7.1.
The algorithm is run on the images (sensor data) whereas for each image
the collateral data are made available to the algorithm as well.

The succeeding step is the comparison between algorithm results
and sensed truth descriptions. For this comparison, a similarity met-
ric has to be defined. Depending on the type of information that the
algorithm has to extract from the image (algorithm class), different sim-
ilarity measures may be appropriate:

• result point inside/outside truth polygon;
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Figure 7.2: Example of a performance profile.

• correlation coefficient;

• sum of squared differences;

• contour difference; or

• structural matching distances, etc.

The computed differences and distances between algorithm results and
sensed truth are then processed to obtain the actual algorithm perfor-
mance criteria.

For a detailed insight we represent the algorithm performance over
the space that is spanned by the image acquisition parameters and
scene parameters such as background, object type, and movement, etc.
This representation is called the performance profile of the algorithm.
An example for the performance profile of a detection algorithm is the
representation of its detection probability (performance criterion) over
object background (scene parameter) (see Fig. 7.2).

The performance profile is an important piece of information for
the user of the computer vision algorithm because it contains detailed
information about the expected algorithm performance under different
operational conditions.

7.3.6 The assessment function

This section describes how an application-specific figure of merit can
be obtained from the performance profile consisting of the measured
performance criteria k1, k2, . . . , kn. The computation is done by means
of the assessment function described in the requirement profile. As
the requirement profile also defines some required values for the per-
formance criteria, the FOM could be regarded as a measure of how well
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the algorithm performance satisfies the requirements of a given appli-
cation.

Formally, the FOM is the result of applying the assessment function
using the measured performance criteria as parameters

FOM = f(k1, k2, ..., kn) (7.1)

In a simple approach, an assessment function could weigh each crite-
rion ki according to its costs Ci defined in the requirement profile and
the FOM would be defined by summing the weighted criteria

FOM =
n∑
i=1

Ci ki (7.2)

Note that the FOM may also be represented as a function of the algo-
rithm parameters that have an impact on the algorithm performance.
As the assessment function is part of the requirement profile and as
the obtained FOM is crucial for the decision regarding algorithm util-
ity, it has to be stressed again that the requirement profile needs an
agreement among user, developer and assessing institution.

7.3.7 Overview of the assessment procedure

Algorithm developers and users together with the assessing institution
specify the application task from which an assessment task has to be
derived. Figure 7.3 outlines the information flow involved in the as-
sessment of a computer vision algorithm.

First, the application is analyzed to obtain relevant scene and ac-
quisition parameters, and to define the performance criteria together
with their weightings that determine the assessment function. A com-
prehensive assessment requires a complete acquisition of the scene
parameters and their variation. However, the specific combinatorial
relationships usually do not demand the processing of all variations.
Rather, the strategy must be to restrict the assessment to the most rel-
evant cases. The set of scene and acquisition parameters specifies the
procedure of data acquisition. The resulting assessment data consist
of the images taken by the sensor(s), the corresponding collateral data,
and the sensed truth that has to be generated application-specific.

The training data (a small but representative subset of the assess-
ment data) are delivered to the developer for algorithm training. After
training the algorithms they are run on the remaining assessment data,
called the test data. It is worth mentioning that during the algorithm
test the algorithms have access only to image and collateral data but
not, of course, to the truth data (truth data extraction).

Afterwards, the algorithm result is compared to the ideal result (the
truth) by performing a distance measurement. A subsequent statisti-
cal analysis yields the performance profile of the algorithm. During
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Figure 7.3: Overview of steps involved in the assessment procedure. Boxes
represent data, circles represent processes. The assessment of an algorithm
begins with the application analysis and results in the figure of merit (FOM).
These three major elements in the assessment procedure are highlighted.

the performance assessment the application-specific FOM is computed
from the algorithm performance profile by means of the assessment
function. In the frame of an assessment strategy several competing
algorithms may be evaluated and the best one is chosen for the appli-
cation on the basis of the FOM.

7.4 The assessment system

Some, but not all steps of algorithm assessment can be executed auto-
matically by means of a software tool collection [40, 41]. For example,
the application of an algorithm to the test data would be a tideous task
without the help of such a software. Likewise, managing large test data
sets can essentially be simplified by a tool that provides management
functionality in combination with a database. Hence, a toolbox was de-
veloped to support algorithm analysis and assessment, an overview of
which will be given in this section.
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Figure 7.4: The graphical user interface of the assessment system with menues
pulled down.

Revising the concept described in the foregoing sections one may
identify five main topics that have to be addressed by the assessment
system:

• control and configuration of the assessment task;

• management of test data;

• management of tested algorithms;

• performance measurement (test bed); and

• performance assessment.

It was a major goal of the design stage to reflect these steps on the
top of the assessment system, which resulted in the graphical user in-
terface shown in Fig. 7.4. The underlying functionality that is accessible
through the menu entries will be outlined in the following.

Assessment Task. As stated in the foregoing, the main viewpoint for
the assessment of computer vision algorithms is the intended use of
an algorithm. The application essentially determines the parameters
of the assessment, for example, which algorithms are available for the
given application, which images are available and how the algorithm
performance is to be assessed. Together with the requirement profile
the application has to be formalized as an assessment task and com-



7.5 Example: Assessment of a detection algorithm 145

mitted to the system. This is accomplished by means of an input sheet
where all of the relevant parameters are to be stated.

Data management. An essential part of a software system for algo-
rithm testing is the management of data. There are two aspects to
mention: first, the large number of images necessary to yield statisti-
cally significant performance measures; and second, the variety of the
images concerning their content and formation (sensor, scene, mapped
objects, etc.) required for differerent applications. Especially the latter
is crucial for data management: Every image should be stored together
with a description that allows a selection of images according to some
properties relevant for a given application. Finally, sensed truth has to
be provided for every image as well.

The following three functions of the assessment system are avail-
able for data management: import of newly acquired data, selection
of data to accomplish a given assessment task; and statistical analysis
(view) of test data in order to check for statistically significant occur-
rences of application-relevant image content.

Algorithm management. For the management of algorithms a func-
tion comparable to that of data management is provided. First, an im-
port tool provides for the gathering of an algorithm together with its
specification and parameters. Next, the selection of algorithm(s) to be
tested is carried out according to a given application. A tool to view
the specification of a stored algorithm provides detailed information
about the algorithm properties.

Test bed. The steps that are supported by the test bed of the assess-
ment system are drafted in Fig. 7.3: execution of the algorithm using the
available test data; comparison between algorithm results and truth,
using an appropriate distance measure; computation and analysis of
algorithm performance profiles.

Assessment. The crucial step of the assessment concept described
in this contribution is the assessment of the algorithm performance re-
garding the underlying application. Two tools are provided for editing
an assessment function and to perform the assessment and to display
the results.

7.5 Example: Assessment of a detection algorithm

This section shows how to assess a vehicle-detection algorithm in the
context of two different applications. For both applications the algo-
rithm task consists in detecting vehicles in infrared imagery.
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The considered algorithm returns the image coordinates of the cen-
troid of detected vehicles. Additionally, for each centroid the algorithm
calculates a number indicating its own confidence into the produced re-
sult. This number is called the score of the algorithm result.

The truth for each vehicle is given by a surrounding polygon in im-
age coordinates. The comparison between algorithm results and truth
polygons consists in checking if the result centroids are inside the cor-
responding truth polygons. The following cases may occur:

• One and only one result centroid is in a truth polygon (detection);

• More than one result centroid is in a truth polygon (multiple detec-
tion);

• A truth polygon exists without a corresponding result centroid (miss,
nondetection);

• A result centroid is outside of all truth polygons (false alarm); and

• No result centroid is generated by the algorithm given an image
without any truth polygon (background).

For each case the corresponding rate is calculated by normalizing the
number of occurrences. In this example, the detection rate, nondetec-
tion rate and the multiple detection rate were calculated by normalizing
the corresponding numbers by the number of objects. The background
rate is calculated by normalization to the number of images and the
false alarm rate by normalization to the number of events, which is
the sum of all detections, multiple detections, misses, false alarms and
backgrounds.

To gain insight into the algorithm behavior with respect to the score
threshold, one can calculate the mentioned rates while ignoring events
whose scores are smaller than a given score threshold . By varying the
score threshold, one obtains a plot similar to the one in Fig. 7.5, which
shows the detection rate vs the score threshold.

One major problem is how to build from these simple performance
measures a FOM indicating the utility of the algorithm with regard to
the application. This was done by the construction of an assessment
function R working as a criterion that has to be optimized by variation
of the score threshold s

R (d, f ,n,b,m; s) = Cd d(s)+ Cf f(s)+ Cnn(s)+ Cb b(s)+ Cmm(s)
(7.3)

where Ci ∈ [−1,1], i ∈ {d,f ,n,b,m}, and d(s) is the detection rate,
f(s) is the false alarm rate, n(s) is the nondetection rate, b(s) is the
background rate, and m(s) is the multiple detection rate.

The constants Ci are application-dependent cost factors, which are
used to address the relative importance of each event-type. A negative
cost factor indicates a benefit, and a positive cost factor indicates a
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Figure 7.5: Detection rate over the score threshold s.

penalty. In respect thereof, R (d,f ,n,b,m; s) can be interpreted as
the risk of applying the algorithm while rejecting results with score
values smaller than s. In the underlying example, the FOM is defined
as follows:

FOM =min
s
R(d, f ,n,b,m; s) (7.4)

It takes into account the weighted contribution of each performance
criteria over the range of the score threshold s (see Fig. 7.6) and seeks
the result with the lowest risk.

Using qualitative cost factors one can illustrate the assessment prin-
ciple. The two applications considered here are:

• an information gathering system (IGS)), in which the algorithm re-
sults are further processed by human operators; and

• an autonomous system (AS), in which decisions of the algorithm are
directly taken without human interaction.

The cost factors are determined by applying the following considera-
tions:

• detections/background: correct decisions that are rewarded in both
applications (negative costs, cost factor -1.0);

• definitely, nondetections are counterproductive to the algorithm
task. Therefore, they are penalized by a cost factor of 1.0 for both
applications;

• multiple detections may lead to an incorrect evaluation of the ob-
served situation in the IGS. Therefore the multiple detection rate
is weighted with a cost factor of 0.7; for an AS the crucial informa-
tion, for example, for obstacle avoidance, is the position of detected
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Figure 7.6: Assessment function of the information gathering system (IGS, solid
line) and the autonomous system (AS, dotted line). The minimum indicates the
FOM and the task-specific operation point.

objects. Multiple detection hypotheses are less critical for this ap-
plication because they do not lead to incorrect decisions. The cost
factor is therefore chosen to be 0.1;

• false alarms may lead to incorrect decisions in the AS and are there-
fore penalized by a factor of 1.0. In the interactive application a
false alarm can be rejected by a human operator and thus is less
problematic. The cost factor is chosen to be 0.5.

As already mentioned in the foregoing, the threshold applied to the
scores of the detection hypotheses is used to reject weak algorithm
results. The impact thereof on the risk depends on whether the rejected
result is a detection, a multiple detection, a miss, a false alarm, or a
background. For instance, the rejection of multiple detections and false
alarms reduces the risk, whereas rejected detections and backgrounds
increase the overall risk of the detection algorithm.

Figure 7.6 shows a plot of the risk R (d,f ,n,b,m, s) for both appli-
cations over the variation of the corresponding score threshold. The
IGS has a minimum risk at a threshold of 60 indicating the optimal
operation point. By contrast, the optimal operation point for the au-
tonomous system is achieved at a score threshold of 70.

Further, the minimum risk of using the algorithm in the interactive
application less than the minimum risk of using it in the autonomous
application, which means that the algorithm has a higher utility for the
IGS than for the autonomous system.
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7.6 Conclusion

The assessment of computer vision algorithms is more than just a ques-
tion of statistical analysis of algorithm results. Rather, the algorithm
field of application has to be taken into account as well. Assessment
as understood in this contribution quantifies the utility of image anal-
ysis algorithms with respect to given applications. A clear distinction
between performance analysis and performance assessment has to be
made. The underlying algorithm performance is determined experi-
mentally. The final statement, how much an algorithm fulfills its re-
quirements, demands basic knowledge about its application-dependent
context. The connection between algorithm performance and this con-
text is modeled by an application-dependent assessment function.
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8.1 Introduction

Many artificial vision systems have been developed in recent years and
their performance is steadily improving. Compared with the perfor-
mance of biological visual systems, however, the features of artificial
systems are rather modest. Our human visual system is impressive by
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the almost unlimited number of recognition problems that we can eas-
ily solve without being conscious of the difficulty. We can rapidly learn
objects without training sequences, and we are able to recognize them
robustly “at a glance.” We are not even conscious that there could be
problems with invariances or 3-D vision. Without the use of any zoom
lens we are able to get a panoramic view of an extended scene, and
somewhat later we can concentrate on a small detail in highest resolu-
tion. We can actively and selectively examine characteristic details that
we expect on the basis of previously acquired knowledge.

We are still far from understanding the human brain and its ar-
chitecture, and we feel it is useless to attempt to imitate it. On the
other hand, the observed performance of our visual system shows that
there exist solutions for all the forementioned features. In our opin-
ion it is very stimulating to have these outstanding features and to aim
at a technical solution. The development of our system was guided
by finding general solutions and by discarding all solutions limited to
special fields of application. Thus the presentation of our system in
this chapter will give more than a description of the architecture and
of its performance. We shall also try to show the arguments and the
conclusions behind our decisions for building our system in this way.

Our goal to come as close as possible to the features of biological
systems led us to very specific technical solutions. We felt free to com-
pare these solutions with knowledge about biological solutions, and in
many cases we found surprising similarities. For this reason we some-
times use a biological terminology to simplify explanations.

We begin with the observation that human visual behavior shows
fast learning and quick, holistic recognition of objects “at a glance.”
Holistic recognition provides all invariances and so we discuss differ-
ent invariance strategies in Section 8.2.1. We select a mechanism work-
ing under the constraints of pattern matching and fast learning. In
Section 8.2.2 the underlying normalization mechanisms are discussed.
Our technical solution requires an inhomogeneous retina and spatial
frequency channels well known from biology. Normalized representa-
tions can be learned holistically, however, neither estimation of nor-
malization parameters nor fixation of objects can be achieved without
inevitable errors. These errors lead to the separability-tolerance prob-
lem discussed in Section 8.2.3.

Tolerant contour representations providing a way out of this dilem-
ma are introduced in Section 8.2.4. The algorithm providing tolerant
contour representations allows a neural interpretation that shows sur-
prising similarities with cortical representations by complex cells. In
Section 8.2.5 we explain the reason why holistic learning of tolerant
representations needs no training sequences. This is due to shifting
generalization away from the learning network towards the tolerance
of representations.
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Next, we ease some restrictions and introduce color representations
in Section 8.3.1. We also expand our system to view-based 3-D recog-
nition in Section 8.3.2, and we can show that without any change our
representations also exhibit tolerance against minor perspective dis-
tortions. As a result we need no special module interpolating between
learned views.

We also have replaced our simple binary contour detectors that were
initially used in our system. In Section 8.3.3 we introduce tolerant
Gabor-based representations and improved matching strategies. The
benefits of Gabor-based representations in real world scenes with low
contrast or blurred edges are evident.

However, under these circumstances segmentation and foveation of
objects becomes difficult or even impossible. Therefore, we introduced
a strategy of extrafoveal recognition in Section 8.3.4 that is also known
from our visual experience. In Section 8.3.5 we show two crucial limita-
tions of our holistic system: there is no chance of recognizing heavily
occluded objects, and due to the tolerance details beyond a limit can
not be discriminated.

These limitations are removed by combining our holistic system
with an artificial intelligence (AI) system. The idea again results from
observations of human visual behavior. We sequentially recognize oc-
cluded objects from partial views and their relations, and we sequen-
tially go to details of an object by shrinking the visual field. After a
discussion of the limits of classical AI systems in Section 8.4.1 we can
show the benefits of a hybrid system in Section 8.4.2. Modeling with
holistically learned partial views provides rich features, easy modeling,
and a dramatically reduced search space.

Obviously, available AI shells must be modified for modeling with
holistically learned features, and appropriate instantiation strategies
are shown in Section 8.4.3. Some results with overlapping 2-D objects
and with modeling of 3-D objects are shown in Section 8.4.4. We also
provide the first results with automatic generation of AI models in Sec-
tion 8.4.5.

Finally, we would like to point out why we drop the usual discussion
of references in the introducing chapter. This chapter covers a very
wide field, from biology to AI, from low-level vision to learning, from
color to 3-D. A careful discussion would inflate this introduction, and
so we give the references at the appropriate locations. Moreover, there
is already a chapter (Chapter 9) in this handbook that gives an overview
of active vision systems.
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Figure 8.1: Implicit generation of invariances by generalization in a neural
network.

8.2 Holistic learning and recognition of segmented two-
dimensional objects

8.2.1 Invariances

Observation of human visual behavior shows fast learning and quick,
holistic recognition of objects “at a glance.” Objects of low and medium
complexity such as traffic signs, tools, written syllables, etc., are imme-
diately recognized. On the other hand, view sequences are observed if
objects or scenes of higher complexity are analyzed in detail by looking
at different parts of scenes or at object components. While sequential
analysis may be guided by knowledge, holistic recognition seems to be
based on matching with previously learned patterns.

The very first idea is obviously to realize a holistic system by putting
a neural network onto a neural representation of the object (Fig. 8.1).
In this widespread approach invariances are to be provided implicitly
by the neural network. However, there are some major disadvantages
with this approach. If invariances are implicitly generated, this is al-
ways due to generalization, and generalization can only be achieved on
the base of extended training sequences. This would be in contradic-
tion to our goal of rapid learning as it is observed in human vision. If
we see the face of an unknown person only for a short time we will
easily recognize the person in a new situation at a different distance
without having learned the face at all distances in a training sequence.
But also if we would accept training sequences in a technical system,
there remains the disadvantage of limited performance. Of course,
well-trained networks tolerate slightly different size and orientation of
objects, for example, of handwritten figures. Invariances over a wide
range of distances and orientations, however, are hardly provided im-
plicitly by sheer training of networks. But even if there exists some
kind of omnipotent network generalizing the image of an object inde-
pendent of its size and orientation, there would be an inevitable loss of
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information. The system would not be able to distinguish between the
figures 9 and 6, or between the characters n and u as they are only dis-
tinguished by a rotation from each other. Similarly, the system could no
longer distinguish between a car and a Matchbox car. If invariant fea-
tures are extracted and learned these problems remain, while the new
problem arises that invariant features are frequently domain-specific.
Finally, providing invariances by AI-modeling is inherently sequential
and is not helpful in a holistic approach.

Explicit generation of invariances based on parametric mappings,
however, seems to be a mechanism compatible with a holistic system.
(Appropriate implementations are described in more detail in the next
chapter.) The general idea is to scale and to rotate the image I in such
a way that the object always seems to be at a fixed distance r0 and
in a fixed orientation α0. This is achieved by a scaling operation S(r)
depending on the estimated object distance r , and by a rotation R(α)
depending on the estimated orientation α. As S(r) makes the normal-
ized image independent from distance, an object (e. g., a car) can be
learned once at an arbitrary distance and will be recognized immedi-
ately at any distance. A differently sized similar object (e. g., a Match-
box car) will always be mapped onto a different (smaller) normalized
image, and thus it will never be confused with a car. Accordingly, S(r)
provides distance invariance that is obviously more useful than size in-
variance. Of course, the mapping S(r) can be influenced deliberately,
and by adjusting the scale factor, a car can be identified to be similar
to a Matchbox car. The rotation operation R(α) makes the normal-
ized image independent of the object orientation and so, for example,
a tool can be learned once in an arbitrary orientation and will be recog-
nized immediately in any orientation. Orientation invariance, however,
is provided by R(α) explicitly and so this mapping can be deliberately
switched on or off. In the case of reading characters the mapping will
be switched off and the system will be able to distinguish between the
figures 9 and 6, or between the characters n and u. In conclusion, the
parametric mappings S(r) and R(α) together with an active camera
provide distance, orientation, and shift invariance, which is sufficient
for our first goal, for holistic learning and recognition of segmented 2-D
objects. However, we will see that the special implementation of these
invariances will also provide a solid basis for invariance with respect
to perspective distortion.

8.2.2 Building normalized representations

In a world of continuous mathematics the implementation of the fore-
mentioned mappings is trivial. However, in the real world of sampled
images we have to deal with limited resolution of the pixel matrix at the
input of the mappings. On the other hand, the feature vector at the out-
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put should have a fixed number of components independent of scaling
and rotation. Thus, what we would like to have for the mapping S(r) is
some kind of rubber-sheet retina that can be shrunk or stretched to the
actual size of I. On this retina, images of different size would always
be represented by a constant number of pixels and there would not be
any problem with a constant number of components in a feature vec-
tor. Zoom lenses can partially solve this problem in a technical vision
system (see Section 8.3.3). However, they are not available in the bio-
logical vision system. When we started to investigate the constraints of
a system without zoom lenses, we did not look at the biological system
in order to make a copy of it. In fact, we went in another direction: we
found a way to implement all the necessary features of a normalizing
mapping and were surprised to find these construction principles also
in the visual system.

Independent of the implementation of the normalizing mapping an
inhomogeneous sampling proves to be optimal. This is easily demon-
strated: we choose a maximum resolution at which an object, for exam-
ple, a car shall be represented if its image covers the whole retina. Now
we place the car at twice the distance, and represent it at the same res-
olution in the center of the visual field. Then the pixel distance in the
central part must not exceed half the distance of the peripheral part. If
the car is at four times distance, the pixel distance in the quarter-sized
central region must not exceed a quarter of the distance in the periph-
ery, and so on. If we stop this procedure at a given distance we see an
increasing pixel density from the periphery to the center but no sin-
gularity. This density distribution is well known in vertebrate retinae.
It fulfills our condition of constant resolution independent of distance
with a minimum number of pixels (or fibers of the optical nerve in bi-
ology).

This observation immediately suggests a system based on a log-
polar retina (compare also Volume 2, Section 3.1.4). Scaling and rota-
tion are easily implemented by shifts in radial or tangential direction or
by presynaptic switching in a biological system [1]. However, there are
two crucial disadvantages. On the one hand, there is a limited separabil-
ity due to the under-representation of peripheral parts of objects that
are essential for shape description. On the other hand, there is a high
sensitivity against minor object shifts due to an over-representation of
the central part. All attempts to increase shape description by increas-
ing overall resolution makes the over-representation of the central part
still worse, and vice versa (Fig. 8.2).

The only solution keeping the advantages of the log-polar retina and
avoiding its disadvantages is a representation of the image in a set of
log-polar retinae of different resolution (spatial frequency channels).
We have implemented a normalizing mapping based on this concept
and we will now give a more formalized description of our solution.
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a b

Figure 8.2: a Under-representation of peripheral parts; b attempt to increase
peripheral resolution simultaneously by increasing central over-representation.

We start with an image I(r , s,α) of an object of size s at distance
r and in orientation α. Obviously, the radius of a disk that will be
covered by I(r , s,α) depends on r and s and shall be R0 for an object of
standard size s0 at standard distance r0. Then (with a pinhole camera,
and with r � s) the radius for an arbitrary object will be

Robj(I) = R0
s
s0
r0

r
= R0

s̃
r̃

with s̃ = s
s0
, r̃ = r

r0
(8.1)

which is Robj(I) = R0 for standard size s0 and standard distance r0. If
this image I(r , s,α) is mapped onto a normalized image N(s) by

N (r ,α) = S(r)R(α) : I(r , s,α)→ N(s) (8.2)

the radius of the disk Robj(N) = R0s̃ is independent of r and α while
it still depends on the object size s. Especially, if I(r , s,α) is rep-
resented on a log-polar grid, the mapping in Eq. (8.2) onto N(s) is
achieved by radial and tangential shift. To avoid the forementioned
disadvantages of simple log-polar retinae, we replace I by a set of im-
ages I = {I1, I2, I3, I4} with resolution decreasing in steps of two from
I1 to I4. We select ring-shaped regions I∗ν ⊂ Iν from I = {I1, I2, I3, I4}
in a way such that the outer and inner radii of rings I∗ν are Robj(I)/2ν−1

and Robj(I)/2ν , respectively.
The peripheral resolution of each ring is lower by a factor of two

as the resolution at the inner edge but all the rings have identical pe-
ripheral resolution and also identical inner resolution. As a result, the
image I∗ = I∗1 ∪ I∗2 ∪ I∗3 ∪ I∗4 shows an approximately constant resolu-
tion, and there is no longer an over-representation of the center and an
under-representation of the periphery (Fig. 8.3).
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Figure 8.3: A log-polar retina composed of rings from different spatial fre-
quency channels shows approximately homogeneous resolution. The advantage
of normalization by radial and tangential shift is still preserved.

Of course, also the mapping in Eq. (8.2) becomes a set of mappings

S(r)R(α) : I∗ν(r , s,α)→ N∗
ν(s) with ν ∈ {1,2,3,4} (8.3)

onto rings N∗
ν ⊂ Nν in a set N = {N1,N2,N3,N4} of log-polar output

grids. Of course, also in N the resolution decreases in steps of two
from N1 to N4 and consequently also N∗ = N∗

1 ∪N∗
2 ∪N∗

3 ∪N∗
4 shows

approximately constant resolution. As all the rings are appropriately
scaled and rotated in Eq. (8.3), N∗(s) only depends on the object size
s but not on distance r and orientation α.

Please remember that radial shift of rings does not change the num-
ber of pixels. As soon as we foveate an object (bring it to the center
of our retina), we can shrink or widen our region of interest Robj(I) by
adapting the outer radius of I∗1 to Robj(I) without changing the number
of pixels in I∗ or N∗. Whatever the region of interest may be, either an
object or a small detail of an object, it will always be represented by a
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Figure 8.4: Learning and recognition of normalized representations.

constant number of pixels. In other words, the absolute resolution of
a detail increases as soon as we shrink our region of interest to it, that
is, if we “zoom out.”

Now we are ready to extend the block diagram of our system by
a normalization component (Fig. 8.4). Different from biology, there
was no “hardware” log-polar retina available when we implemented this
type of mapping.

Therefore, we extracted log-polar grids from a 5122 image and due
to limited resolution the inner radii could not be less than one-eighth
of the outer radii in all the grids I = {I1, I2, I3, I4}. By these restrictions
the “zoom factor” and consequently the range of distance and object
size is very limited. The total number of pixels in I∗ or N∗ is 8160. A
detailed description of the implementation is given in Hartmann et al.
[2] and a modified approach avoiding the forementioned limitations is
described in Section 8.3.3.

8.2.3 The tolerance-separability problem

In the preceding chapters we have discussed normalized representa-
tions of objects and the normalization mechanisms itself. However, we
have not yet mentioned by what kind of feature vector or by what kind
of neural activity pattern our object is represented. In this chapter we
introduce two types of feature vectors, the region-based representa-
tions and the contour-based representations. We will see that region-
based representations show high tolerance against foveation and nor-
malization errors but limited separation of similarly shaped objects.
On the other hand, we will see that contour-based representations show
high distinctiveness but low tolerance against the forementioned er-
rors. Finally, we will introduce a solution for this problem that is well
known from cortical representations, and for this reason we will treat
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a b c d

Figure 8.5: Region-based representations are tolerant against errors in
foveation and normalization (c). However, with growing tolerance separabil-
ity decreases (d).

contour-based feature vectors as activity patterns of model neurons in
this chapter.

Under the constraints of this part of the chapter limited to holistic
learning and recognition of segmented 2-D objects, region-based rep-
resentations are very simple. We assign consecutive numbers n to all
pixels of the normalized image N∗. This labeling depends neither on
the number of the ring in N∗ nor on the special hexagonal log-polar
grid. In the segmented image we set pixels xn = 1 if they belong to
a selected segment, and xn = 0 otherwise. Consequently, the feature
vector x of a region-based representation is

x = [x1, x2, . . . , xn, . . . , xN] with xn =
{

1 if xn ∈ segment

0 otherwise
(8.4)

Of course, we will introduce more powerful region-based feature vec-
tors in Section 8.3.1 representing gray scale and color. However, the
tolerance-separability problem and its solution can be explained at the
level of these simple feature vectors.

It is well known and easy to see in Fig. 8.5 that region-based repre-
sentations are tolerant against inevitable errors in foveation and nor-
malization. Assume that we have learned the vector xL of a square-
shaped object (Fig. 8.5a) and we try to recognize it in a slightly shifted
position (Fig. 8.5b). Only few components in the feature vectorxP of the
presented object are changed and the similarity measure d(xL,xP ) will
not be significantly reduced. If d(xL,xP ) = xLxP is, for example, a sim-
ple dot product, it is characterized by the overlapping area in Fig. 8.5c.
If we introduce a threshold d0 of, say, 90 % of the maximum match,
then, d(xL,xP ) > d0 will also hold if the presented object is slightly
displaced or not exactly normalized with respect to the learned object.
Actually, our distance measure is “dot product – Hamming distance”
and we will return to this in Section 8.2.5.

If we adapt d0 to the expected errors we can still separate small ob-
jects from large ones, compact objects from elongated ones, etc. How-
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a b c

Figure 8.6: Contour-based representations provide high separability (a, b) but
there is not even a minimum of tolerance at all (c).

ever, if we adapt d0 to high tolerance even distinctly different objects of
similar size and compactness will no longer be separated. The learned
square-shaped pattern will also match sufficiently with a similarly sized
circular pattern (Fig. 8.5d) and thus they will be confused. This prob-
lem can not be solved by increasing d0 to a higher level. Of course, with
a higher value of d0 the circular- and the square-shaped area could be
separated; however, tolerance would be simultaneously reduced.

The only way out of this dilemma is to introduce additional repre-
sentations of objects, and a very obvious idea is to introduce contour
representations. We assign a set of contour detectors to each pixel n
with l = 1 . . . L orientations, and we introduce a vector

kn = [kn1, kn2, . . . , knl, . . . , knL] with l ∈ {1,2, . . . , L} (8.5)

with components knl for each pixel. In this binary vector, knl = 1
describes the response of a contour detector at pixel n with orientation
l or the presence of an oriented contour element, and nonresponding
detectors are described by components knl = 0 in kn. For a complete
description of all the oriented contour elements in a whole image N∗,
we combine all these vectors kn to a vector k

k = [k1,k2, . . . ,kn, . . . ,kN] with n ∈ {1,2, . . . ,N} (8.6)

This vector k with NL components is again a feature vector and as
it describes the contour structures of N∗ we call it a contour-based
representation.

Now we assume that we have learned the contour-based feature vec-
tor kL of our square-shaped area (Fig. 8.6a), and that we show the circu-
lar area again. In this case there will be no confusion as the feature vec-
tor kP of the presented circular area is significantly different from the
learned vector kL of the square-shaped area. While the feature vector of
the square-shaped area only contains elements representing horizontal
and vertical orientations, the feature vector of the circular area contains
components with all orientations l. Thus objects confused by region-
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based representations are well separated by contour-based representa-
tions. However, there is no longer the tolerance against foveation and
normalization errors. If we present a slightly shifted square-shaped
area, which was easily recognized in a region-based representation,
there will be no match at all between the contour-based feature vectors
(Fig. 8.6c). Although there are components knl representing horizon-
tally and vertically oriented contour elements in both the vectors kL
and kP , they occur at different pixels and differ in n. The similarity
measure d(kL,kP ) is zero and unlike in the case of region-based rep-
resentations tolerant recognition can not be achieved by reducing the
recognition threshold d0. However, we have found a very advantageous
solution by introducing so-called tolerant contour representations.

8.2.4 Tolerant contour representations

The idea of tolerant contour representations is based on contour rep-
resentations in biological systems. Cortical neurons with oriented re-
ceptive fields [3] may be seen as detectors knl responding to contour
elements of orientation l at position n in the visual field. There are sets
kn = [kn1, kn2, . . . knl, . . . knL] of neurons at positions n, and we can
combine these sets to a set of all neurons k = [k1,k2, . . .kn, . . .kN]. If
there is a contour structure in the visual field, some neurons knl of set
k will respond while other neurons will remain inactive. Of course, cor-
tical neurons must not be seen as binary elements, and we will consider
this in Section 8.3.3. The essential features of tolerant representations,
however, can be easily explained with simplified binary neurons in this
section. In this case the activity pattern can be described by a binary
vector k with some components knl being 1, others being 0. Thus, our
feature vector k introduced in Section 8.2.3 can also be used for the
description of a neural activity pattern.

So-called simple cortical neurons or simple cells knl respond to an
oriented contour element only under the condition that this stimulus
shows orientation l and that it is located at the position n of the visual
field. This position and orientation in the visual field is described by
a rectangular window Ws

nl, the so-called receptive field of the simple
neuron knl (Fig. 8.7a). If the contour element is running within this
window Ws

nl, and if its orientation does not differ more than ±15° from
the longitudinal axis of the rectangle, the corresponding neuron knl will
respond. Another essential feature of cortical neural representations is
commonly known retinotopic mapping. This means that neighboring
neurons in the cortical surface have neighboring receptive fields in the
visual space. For this reason, a line in the visual field will be represented
by a string-shaped activity pattern of simple cells at the cortical surface
(Fig. 8.7a). It should be remembered that this representation is not at
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a b

Figure 8.7: a Simple cortical neurons respond with a string-shaped activity
pattern; while b complex cortical neurons respond with “cloudy” activity pat-
terns.

all tolerant against foveation and normalization errors as we have seen
in the example of Fig. 8.6.

Additionally, there are also cortical representations by thus desig-
nated complex neurons or complex cells. Again, a complex cell cnl
responds to a contour element if it shows correct orientation l and if
it is correctly located at position n in the visual field. Again, correct
position and orientation may be described by the receptive field Wc

nl
of the complex cell (Fig. 8.7b), and, again, the activity pattern may be
described by a vector

c = [c1,c2, . . . ,cn, . . . ,cN] ,n ∈ {1,2, . . . ,N} with
cn = [cn1, cn2, . . . , cnl, . . . , cnL] , l ∈ {1,2, . . . , L} (8.7)

The most essential difference between simple and complex cells is
the size of the receptive fields. While the receptive fieldsWsnl of simple
cells are small and show almost no overlap, the receptive fields Wc

nl of
complex cells are large and heavily overlapping. The same element of
a contour is covered by a whole set of receptive fields of complex cells
(Fig. 8.7b), and, consequently, a “cloudy” activity pattern appears at the
cortical surface.

Due to this cloudy activity pattern, however, representations by
complex cells are tolerant against foveation and normalization errors.
If we learn the complex contour representation cL of a square-shaped
object and present the object in a slightly shifted position (Fig. 8.8),
the representation cP will still show considerable match. Therefore,
we can calculate a similarity measure d(cL,cP ) and, as in the case of
region-based representations, we can adjust a recognition threshold
d0 to an appropriate value allowing recognition if d(cL,cP ) > d0. Note
here that matching components cnl in cL and cP must correspond in
position and orientation, and, consequently, tolerant representations
are different from sheer blurring.
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a b c

Figure 8.8: a Tolerant contour representation of a learned; and b of a slightly
shifted square-shaped structure. c Due to the “cloudy” activity pattern there is
still overlap.

Figure 8.9: Contour elements in the receptive field Ws
nl are detected by verifi-

cation of the sign combinations in the operation window Ws
op .

Until now, we have discussed only the features of simple and com-
plex neurons but not their technical realization. Although we have in-
troduced tolerant contour representations on a biological background,
we will not speculate on biological implementations. What we actually
are interested in are operations on our normalized image N∗ provid-
ing comparable features. In the case of artificial simple cells we use
oriented contour detectors based on local operations. Postponing the
discussion of analog Gabor-based detectors to Section 8.3.3, we intro-
duce a binary detector set operating on a hexagonal pixel matrix. In an
operation window Wsop that contains three rings of pixels around the
central pixel n (Fig. 8.9), we provide the Laplacian image. Contour ele-
ments are detected by verification of the sign combinations in Ws

op. It
is an essential feature of this detector set that arbitrarily running con-
tours are completely enveloped by continuous chains of smoothly fit-
ting “receptive fields”Ws

nl and hence arbitrary contours are completely
represented. All the other features of this detector set are described in
more detail by Hartmann [4, 5].
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Figure 8.10: Our artificial complex cell responds if the receptive fields of re-
sponding simple cells form a continuous chain running completely within its
receptive field Wc

nl.

Before we proceed to operations providing tolerant representations
c of the normalized image N∗, we must discuss in more detail those
features of complex cells that are essential in our technical implemen-
tation. First, enlarged receptive fieldsWc

nl of complex cells must not be
confused with receptive fields of detectors responding to contours in
lower spatial frequency channels. In spite of enlarged receptive fields
complex cells respond to comparably fine contour structures. Second,
complex cells only respond to continuous contours running through
the receptive field Wc

nl without interruption. Finally, the orientation of
the contour must not differ more than ±15° from the longitudinal axis
of the receptive field. All these features are simultaneously provided
by the following operation.

We define a large rectangular receptive field Wc
nl with orientation l

centered at pixel n (Fig. 8.10). We apply an operation Oc to all those
simple cells kνλ centered at pixels ν inside of Wc

nl. Operation Oc ver-
ifies whether the receptive fields of responding simple cells kνλ form
smooth chains running in the axial direction of Wc

nl. The set of all
these sequences of simple receptive fields describes all possible unin-
terrupted fine contour structures running through Wc

nl within an ori-
entation tolerance of ±15° (Fig. 8.11). If Oc detects an active sequence
the complex cell is active and cnl is set to 1

cnl = Oc(kνλ) =
{

1 if active sequence ∈Wc
nl

0 otherwise
, ν ∈Wc

nl (8.8)

One possible implementation of operation Oc is based on the fore-
mentioned detector set that allows verification of active sequences very
simply. Note here that the original algorithm [5] is modified. The dis-
tance of the “rosettes” no longer increases with higher linking levels
and this leads to the highly overlapping receptive fields Wc

nl. There are
also hardware implementations as well for the detector set as for the
operation Oc .
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Figure 8.11: Some examples for smooth sequences of receptive fields. Corners
(vertices) can be detected by comparing the orientations α,β at both ends of the
sequence.

With a slight modification of the operation Oc we can provide an
additional representation of vertices. Again, we look for smooth se-
quences of receptive fields but we also compare the orientation at both
ends of the sequence in Wc

nl. If the difference exceeds a threshold, we
represent this local region by a component vn of a vector v, if not, we
represent it by cnl as before

cnl = Oc(kνλ) =
{

1 if straight sequence ∈Wc
nl

0 otherwise
, ν ∈Wc

nl,

vn = Oν(kνλ) =
{

1 if curved sequence ∈ ⋃Ll=1Wc
nl

0 otherwise

(8.9)

The additional vertex representation is again described by a vector
v = [v1, . . . vn, . . . vN] and due to the overlapping receptive fields also
the vertex representation is tolerant against foveation and normaliza-
tion errors. Figure 8.12 gives an example of the “cloudy” contour rep-
resentation of a Cranfield part (see also Fig. 8.29).

Another outstanding feature of tolerant contour representations are
their “combinatorical filtering”. According to Eq. (8.8), elements cnl are
only encoded if continuous contours are running through the receptive
field Wcnl and there is no response if there are broken lines or textures.
Consequently, tolerant representations only encode essential contour
structures and suppress small details and textures. This is very use-
ful as only the essential features of an object are learned and not the
accidental variations.

This “combinatorical filtering” is also essential for orientation esti-
mation by evaluation of orientation histograms (Fig. 8.12). If we use
orientation histograms based on tolerant representations c, only es-
sential contour structures are evaluated. If we would use histograms
based on representations k, background and peak position would be
influenced by orientation of textures or by orientation of minor details.
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a b

Figure 8.12: Evaluation of peak position in an orientation histogram provides
robust estimation of orientation.

There are some suggestions that biological complex cells also may be
based on linking mechanisms and that linking could be realized by syn-
chronization of spikes [6].

8.2.5 Learning and recognition of normalized representations

In the preceding sections we have introduced region-based represen-
tations (Eq. (8.4)), which are tolerant against errors in foveation and
normalization. We also find operations providing tolerant contour and
vertex representations (Eq. (8.9)), and we keep in mind that all these
vectors x, c, and v are extremely long vectors. While region-based rep-
resentations are very robust in discrimination between differently sized
objects or between objects of different compactness, contour and ver-
tex representations are able to distinguish similarly sized objects such
as square shaped and circular areas. As all these representations show
special advantages we combine them to a representation t = [x,c,v],
simply called tolerant representation.

The question is now how to learn this extremely long vector t or its
components x, c, and v. The key idea of tolerant representations is to
shift generalization away from learning and to provide it by the special
means of representation. This is quite different from the well-known
neural network approach, where varying representations are general-
ized by the network during extended training sequences. In our ap-
proach variations of representations due to foveation and normaliza-
tion errors, but also due to minor perspective distortions and variations
in object shape, are simply tolerated by the construction of the repre-
sentation itself. Accordingly, vectors t can simply be “stored” by any
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kind of one-shot learning, and—only to repeat—there are no training
sequences at all. If there is no training of networks, however, there are
no convergence problems and hence no limitation with respect to the
length of feature vectors.

Obviously, we not only want to learn representations of objects, but
we also want to recognize objects; thus we have to discuss in more de-
tail the similarity measure d(tL, tP ) between learned representations tL
and representations tP of momentarily presented objects. For two rea-
sons we prefer a similarity measure depending on “dot product minus
Hamming distance.” First, this measure is provided by the closed-loop
antagonistic network (CLAN) architecture, and, second, it is intuitively
appropriate. CLAN is an unsupervised classification network [7] that
responds dynamically to changing feature vectors by either assigning
them to existing classes or by automatically creating new classes. The
dynamics for selection of the winner are determined by a closed-loop
architecture, and an antagonistic representation provides the foremen-
tioned similarity measure. The advantage is seen intuitively in the case
of region-based representations. Let the number of active components
in the presented representation be p = |xP |, the number of active com-
ponents in the learned representation be l = |xL|, and the number of
matching active components be m. Now our similarity measure

d(xL,xP ) = m− [(p −m)+ (l−m)]/p
= [

xLxP − (xL −xP )2
]
/ |xP |

(8.10)

is easily explained by a Venn diagram (Fig. 8.13). Match m between
pixels of the learned segment and the presented segment is rewarded,
mismatch of (p − m) and (l − m) is punished. As the expression
m−[(p−m)+(l−m)] grows with the size of the segment it is divided
by the number of pixels p of the presented segment. Note that the sim-
ilarity measure decreases with increasing mismatch even if the match
remains constant (Fig. 8.13), which is in good agreement with intuition.
Of course, the same arguments are valid if similarly we calculate simi-
larity measures d(cL,cP ) and d(vL,vP ) between tolerant contour and
vertex representations. We also can calculate d(tL, tP ) between learned
and presented combined representations t = [x,c,v], but sometimes it
is more convenient to calculate the individual measures and to combine
the results by weighted summation.

The forementioned measure is provided by the CLAN, which we used
when we began investigations with our recognition system. We could
achieve a considerable speed-up, however, by simply storing the fea-
ture vectors in the learning phase, and by calculating the similarity
measure between stored and presented vectors. To describe our sys-
tem for holistic learning and recognition we again have to extend our
block diagram (Fig. 8.14).
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Figure 8.13: The similarity measure of the CLAN rewards match and punishes
mismatch between learned and presented representations.

Figure 8.14: Normalized tolerant representations are holistically learned.

There is at least some similarity between tolerant contour repre-
sentations in our system and contour representation by complex cells
in the visual system. If there should also be similarities between our
architecture and architectures of biological visual systems, we should
mention that the blocks “normalization” and “tolerant representation”
(Fig. 8.14) seem to be interchanged in biological systems.

8.3 Holistic recognition of 3-D objects in real scenes

8.3.1 Introduction of color

The basic system as it is described in Section 8.2 shows good perfor-
mance in industrial scenes where well-segmented parts are handled
under good illumination conditions and before an unstructured back-
ground. Under these conditions region representations based on binary
segmentation are sufficient. Introduction of color, however, improves
segmentation as well as discrimination between similarly shaped ob-
jects.
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There is no specifically developed color segmentation algorithm in
our system and so only our strategy of color segmentation is sketched.
We assume that nonoverlapping objects are segmented from a uni-
formly colored background. Pixels are color labeled in the hue-intensity-
saturation color space (HIS space) and the color of the background
is evaluated by histogram techniques. The background is segmented
based on the color labeling of the pixels, and the remaining areas not
belonging to the background are assigned to objects. By this simple
strategy also multicolored objects are described by compact segments
and are not divided into differently colored parts. This is essential for
holistic learning of multicolored objects as we will see in the following.
This simple segmentation in the color space is more reliable and robust
compared with segmentation in gray-scale images. The restriction of
this strategy to nonoverlapping parts in front of a uniform background
can be tolerated in many industrial applications, and we will eliminate
this restriction totally in Section 8.4.

As already mentioned, we also use color to improve discrimination
between similarly shaped objects. More exactly, in t = [x,c,v] we ex-
change our binary region-based representation x for a tolerant color
representation p. It proved advantageous to use a color representation
based on the HIS space. This allows a color classification that is more
or less independent of the absolute intensity of illumination or of shad-
ing. On the other hand, hue values are not defined for the black-white
axis, and become very uncertain if they are close to it. Therefore, we
represent a pixel n by its hue hn, as long as hue is well defined, and by
its intensity otherwise. Hue is considered to be well defined if the in-
tensity in as well as the saturation sn exceed corresponding thresholds
i0 and s0. Statistical evaluations show that approximately 95 % of all
pixels are encoded by hue and only 5 % by intensity. However, both hue
and intensity are analog-valued variables incompatible with our binary
feature vectors. Thus we decided to introduce a binary color represen-
tation by assigning hn and in to intervals represented by components
of a binary vector pn.

More exactly, we fix 25 equidistant hue values H0,H1, . . .H24 defin-
ing limits of 24 hue intervals and assign hn to one of these intervals
hnj . If hue is assigned to interval hnj , the jth component pnj of the bi-
nary feature vector is set to 1. This very simple feature vector, however,
shows a crucial disadvantage. If pixel n is represented by pnj = 1 in
the learned vector pL and by pnj−1 = 1 or by pnj+1 = 1 in the presented
vector pP due to variations in illumination, pL and pP will no longer
match at this position and there is no “color tolerance” in this simple
representation. In order to make the color representation tolerant we
not only set pnj = 1 if hn belongs to the jth interval, but we also set
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the neighboring components pnj−1 = pnj+1 = 1 in the feature vector p

pnj =


1 if Hj−1 ≤ hn < Hj for j = 1,2, . . .24

and if (in > i0)∧ (sn > s0)
0 otherwise

pnj−1 = 1 if pnj = 1 with (j − 1) = 24 if j = 1
pnj+1 = 1 if pnj = 1 with (j + 1) = 1 if j = 24

(8.11)

If either saturation sn or intensity in are lower than the threshold i0
or s0 intensity replaces hue, intensity is encoded by the components 25
to 32 of pn in the same way that hue is encoded by components 1 to 24.
Again, there are equidistant intensity values I0, I1, . . . I6 defining limits
of six intensity intervals and assigning in to one of these intervals. If
intensity is assigned to the jth interval, the (j+25)-th componentpnj+25

of the binary feature vector is set to 1. Again, neighboring components
are set to one also in order to provide tolerance against minor intensity
variations

pnj+25 =


1 if Ij−1 ≤ in < Ij for j = 1,2, . . .6

and if (in ≤ i0)∨ (sn ≤ s0)
0 otherwise

pnj+25−1 = 1 if pnj+25 = 1
pnj+25+1 = 1 if pnj+25 = 1

(8.12)

The tolerant color representation is a vector p = [p1, . . .pn, . . .pN
]

with the earlier-defined components pn =
[
pn1, . . . pnj, . . . pn32

]
in

which components are either set by color according to Eq. (8.11) or by
intensity according to Eq. (8.12). This vectorp replacesx in t = [x,c,v]
and we get a tolerant representation t = [p,c,v]. With this color rep-
resentation also multicolored segmented objects can be learned and
recognized holistically and this representation is tolerant also with re-
spect to minor variations in hue and intensity.

8.3.2 View-based recognition of three-dimensional objects

In Section 8.2.4 it was already mentioned that our representations t
not only tolerate foveation and normalization errors but also minor
perspective distortions. This is very convenient for the extension of
our system to 3-D applications by a view-based approach. View-based
strategies assume that 3-D objects are represented by a set of learned
views, and that additional views from other directions may be recog-
nized by interpolation between neighboring learned views. In our sys-
tem the set of learned views is a set of tolerant representations tL that
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Figure 8.15: Views are learned from different positions (ϑ,ϕ) of the view
sphere. Different learned views cover differently sized and shaped regions of
the view sphere.

are also reliably recognized from slightly different directions. There-
fore we need no special module for interpolation between neighboring
views, and for this reason our system is excellently qualified without
any change for view-based 3-D recognition.

We actually have not had to make any extension of our system. We
only have to find a strategy for covering the view sphere with a min-
imum number of learned views. Generally speaking, the relative po-
sition of the camera with respect to the object can be changed in six
degrees of freedom. By foveation of the object we already remove two
degrees of freedom and we can describe the situation by four variables
(r ,α,ϑ,ϕ) as shown in Fig. 8.15. We need not learn different views
from different distances r due to distance invariance of our system.
Finally, orientation invariance makes recognition independent of rota-
tion α of the camera around its axis. We only have to learn views from
different positions (ϑ,ϕ) on the sphere.

The strategies to find a minimum number of views covering the
sphere is given in more detail by Dunker et al. [8], thus here we only
show the essential steps. First, the view sphere is tessellated and for
simplicity ϑ and ϕ are divided into equally sized intervals (Fig. 8.15).
Then we learn all the views t11, t12, . . . t1n, . . . tmn and evaluate the cor-
responding “covering sets” S(t11),S(t12), ...S(t1n), ...S(tmn). A cover-
ing set S(tmn) is a set of all those elements of the tessellation (black in
Fig. 8.15, right-hand side) from which the object is recognized by the
learned representation tmn. As one view tmn covers more than one
element of the view sphere we obviously do not need to store all the
learned views. Then the question is what views should be eliminated in
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a b c d

Figure 8.16: a Tolerant representation of an airplane silhouette; b–d examples
of different types of planes.

order to keep a minimal complete set of prototypical views? Very good
solutions for this NP-complete problem could be found by genetic algo-
rithms [8] but results of similar quality could be achieved by a simple
heuristic: we select that set S(tmn) covering the maximum number of
elements of the tessellation and map all these positions onto a previ-
ously empty covering base. Then we search for that covering set that
covers a maximum of additional elements in the covering base. We con-
tinue this procedure until all elements in the covering base are labeled.
This shows that the previously selected set of covering sets covers the
view sphere, and that the corresponding subset of views is sufficient
for recognizing the object from arbitrary positions. The size of this
subset depends on the complexity and on the symmetry of the object.
Obviously, we need only one prototypical view for a ball, and typically
the number is between 20 and 60.

The approach of learning prototypical sets of tolerant views has
proved to be very powerful. We can demonstrate this with a set of
airplane silhouettes made available to us by M. Seibert, MIT Lincoln
Laboratory. This set contains more than 3600 views of F-16, F-18 and
HK-1 planes (Fig. 8.16) from all parts of the view sphere. From a ran-
domly selected training set of about 1000 views we generated a set of
prototypical views for each plane. In order to distinguish between the
very similar F-16 and F-18 we had to provide a relatively high number
of 58 and 67 prototypes. The significantly different HK-1 was suffi-
ciently represented by 32 prototypical views. With the remaining test
set of more than 2000 silhouettes we could achieve recognition rates
of 93.3 % (F-16), 95.4 % (F-18), and 99.4 % (HK-1).

8.3.3 Gabor-based contour representations

In Section 8.3.1, we have replaced the binary region-based represen-
tation x by a color representation p in order to improve our tolerant
representation t. We can now replace the contour representations k
and c by Gabor-based representations (Volume 2, Section 4.2.2) that
proved to be advantageous in real-world scenes with low contrast and
blurred edges. Gabor filters, however, are not compatible with log-polar
pixel arrays. Therefore we have to change our normalization strategy.
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We represent our image I = I(r , s,α) on an orthogonal pixel matrix
and, consequently, rotation R(α) and scaling S(r) can be well-known
image processing operations. They provide a normalized orthogonal
imageN(s) according toN (r ,α) = S(r)R(α) : I(r , s,α)→ N(s). More-
over, we will see in Section 8.3.4 that we can also recognize objects
without normalization of orientationR(α) and we will replace distance
normalization S(r) by variation of camera zoom z or by changing the
camera distance r . However, there is still the problem of limited reso-
lution and this makes normalization toN(s) impossible, as small-sized
objects would be projected to a small region Robj with low relative res-
olution while large-sized objects would cover the whole matrix N(s).

Thus, we have changed our normalization strategy and adapted
Robj(I) = R0zs̃/r̃ to a fixed region Rfix covering N. Note that in con-
trast to Section 8.2.2, the normalized image is now independent of ob-
ject size s, and that I(r , s,α, z) and N are the same pixel matrix before
and after changing zoom z or distance r . Similarly, r(I) and z(I) are
distance and zoom before scaling while r(N) and z(N) are the cor-
responding values after scaling. The scale factor Rfix(N)/Robj(I) is
given by an estimation of Robj(I). As Rfix(N) = R0(r0/s̃)(z(N)/r(N)
and Robj(I) = (R0r0/s̃)(z(I)/r(I)), a condition for zoom z(N) and dis-
tance r(N) is given by

z(N)
r(N)

= z(I)
r(I)

Rfix(N)
Robj(I)

(8.13)

This modified normalization

S (r(I), z(I), s)R(α) : I(r , s,α)→ N (8.14)

allows high variability of object size s and distance r but N and hence
the learned feature vector no longer depend on object size s. However,
from Rfix(N) the object size

s = r(N)
z(N)

Rfix(N)
s0
R0r0

(8.15)

is easily evaluated. Thus we can store our feature vectors at differ-
ent locations according to different intervals of object size, and during
recognition we only compare vectors from the appropriate subset. This
stratagem provides again distance invariance instead of size invariance
and once more allows us to distinguish differently sized objects of sim-
ilar shape. It should be mentioned that we learn feature vectors from
images with N = 1282 pixels. We provide three images simultaneously
(Fig. 8.17, and selection of one of these images is equivalent to selection
of zoom factors z1, z2, z3 = 1,2,4.

With this modified normalization strategy we are able to use orthog-
onal images and more advanced Gabor-based contour representations.
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Figure 8.17: From a 5122 image we simultaneously calculate half-sized and
quarter-sized images with 1282 pixels.

The image N is filtered by a fast Gabor algorithm in the Fourier do-
main. At each pixel n there are 12 differently oriented filters with ori-
entation l, providing phase and amplitude values. The phase values
are used for stereo-based distance measurement and not considered
for object recognition. The amplitudes gnl at pixel n form a vector
gn = [gn1, . . . gnl, . . . gn12] and all these vectors gn are combined to
a vector g = [

g1, . . .gn, . . .gN
]
. As the Gabor filters are highly over-

lapping a contour element is represented also by responses of filters
located in the vicinity of the contour. This makes g similar to the com-
plex contour representation c that was introduced in Section 8.2.4. On
the other hand, g is an analog-valued vector while c is binary. In order
to be compatible with the previously introduced binary feature vectors,
we simply replace the definition of c in Eq. (8.8) by

cnl =
{

1 if gnl ≥ t
0 otherwise

(8.16)

where t is either a fixed or an adaptive threshold. This very simple
tolerant representation c proved to be superior to the old one in the
case of low contrast images with blurred edges. On the other hand, the
advantage of “combinatorical filtering” is lost as there is no verifica-
tion of continuous chains of contour elements selecting “essential con-
tours.” Therefore, we are currently investigating more sophisticated
Gabor-based tolerant representations.

Obviously, we can simply replace the tolerant representations ac-
cording to Eq. (8.8) by those according to Eq. (8.16) without any other
change of the system. It proved to be advantageous, however, to learn
“simple representations” k and to compare them with complex rep-
resentations c in the recognition phase. This is easily explained by a
simple experiment. Assume we have learned a vertical line by a toler-
ant representation cL. Now, we shift the line from left to right over the
original position and compare its representations cP at slightly differ-
ent relative positions. The overlap (cLcP ) will increase linearly, reach
a maximum, and then decrease linearly again. If we learn the “thin”
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Figure 8.18: Skeletonizing Gabor representations.

simple representation k instead of the “cloudy” complex representa-
tion c, the match (kLcP ) will immediately jump to a maximum value,
remain constant as long as cP overlaps kL,and jump to zero again. Ev-
idently, the “box-shaped” tolerance profile provides better recognition
of slightly shifted contours than the “roof-shaped” profile. For this rea-
son we learn “thin” representations k and compare them with “cloudy”
representations c from now on.

The only question now is how to provide “thin” representations on
the base of Gabor representations g. A very simple solution is the
skeletonizing of g by the following algorithm. We define an elongated
window Wskelnl with a length of one Gabor period, and a width of one
pixel distance perpendicular to the orientation of filter gnl at pixel n
(Fig. 8.18). In this window, we compare the responses of all filters with
orientation l. If gnl at the central pixel n exceeds the other responses,
knl = 1 is set in the “thin” representation.

knl =
{

1 if gnl > gνl
0 otherwise

, ν ∈Wskel
nl (8.17)

Although matching between learned “thin” representations kL and pre-
sented “cloudy representations” cP provides good results there remains
one problem. We introduced Gabor-based representations for better
performance in real-world scenes. In real-world scenes, however, there
is usually no homogeneous background and correct segmentation of
objects becomes difficult or even impossible. For this reason we can no
longer select the center of gravity of a segment as the foveation point,
and consequently shift invariance is now a major problem. Starting
from the observation that our vision system does not really need a
high precision foveation point, we provide a solution to this problem
in the following section.
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8.3.4 Extrafoveal recognition

It is well known that our vision system is able to recognize a learned
object immediately even if we look almost to the edge of the object
and not to its center. On the other hand, there is no recognition if we
look too far away from it. If the object is recognized not exactly at
the center of the visual field, that is, the so-called fovea, we refer to
“extrafoveal recognition.” The first idea is obviously to increase spa-
tial tolerance by increasing the widths of our cloudy representations
but this leads immediately to the tolerance-separability problem dis-
cussed in Section 8.2.3. But the tolerance of our representations allows
a solution without loss of separability.

We compare the presented representation cP not only with one ver-
sion of the learned representation but with a matrix of horizontally
and vertically shifted versions k(λµ)L . This method does not seem very
attractive at first sight because of the waste of computing power. How-
ever, the tolerance of cP and the box-shaped tolerance profile (see Sec-
tion 8.3.3) allows a small number of rows λ and columns µ, and the
comparison of binary vectors accelerates evaluation. Additionally, the
procedure is accelerated by starting with images at low resolution, with
322 or 642 pixels. Comparison at low resolution is very fast and pro-
vides reliable hypotheses, which, of course, must be verified at high
resolution.

The dominant contribution to acceleration, however, is achieved by
a modified strategy for evaluation of the similarity measure between cP
and k(λµ)L . But before discussing a modified evaluation we have to men-
tion a modification of the similarity measure itself. In Section 8.2.5
there were three reasons for using dot product minus Hamming dis-
tance. The CLAN was available when we started our investigations and
it provides this and only this measure. A measure based on match
minus mismatch is very plausible, and finally we achieved excellent re-
sults with recognition of segmented objects in front of an unstructured
background. In real-world scenes, which we are discussing in this sec-
tion, segmentation is difficult or impossible. Thus we compare learned
objects not longer with segmented objects but with complex scenes
including the objects. As a result the unpredictable background struc-
tures introduce unpredictable mismatch, which also reduces our old
similarity measure in cases of perfect match between a learned and a
presented object. For this reason we use a similarity measure

d(cP ,k
(λµ)
L ) = cP · k(λµ)L /l(λµ) with l(λµ) = |k(λµ)L | (8.18)

in which only the match is considered and is normalized to the number
l(λµ) of active components in k(λµ)L . Of course, this measure will only
provide good results if the object is learned before a uniform back-
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ground. Otherwise, the measure in Eq. (8.18) would expect the back-
ground structure of the learning situation also to be in the analyzed
scene.

Now we return to the forementioned acceleration by a modified eval-
uation of the similarity measure. Until now, we have treatedd(cP ,k

(λµ)
L )

as a dot product between binary vectors with some hundred thousands
of components. Evaluation of this dot product requires comparison of
all components in pairs and also is time consuming in the case of bi-
nary vectors. However, our extremely long feature vectors show only
a very small number of active components. As more than 90 % of the
components of our feature vectors describe contour representations
the sparse activation is easily explained. Contour structures cover only
a small fraction of pixels. At those pixels with supraliminal Gabor re-
sponses gnl only two or three neighboring orientations l out of twelve
are represented. As a result, only a few percent of some hundred thou-
sands of components in cP are active. This percentage is reduced even
more if we consider the learned representation kL. Due to the homo-
geneous background during learning the number of active components
in kL is typically smaller than in cP . Additionally, the number of com-
ponents in kL is reduced more to 20 % by skeletonizing (Eq. (8.17)). As
a result, the number of active components in kL is typically a few thou-
sand. The correctly shifted representation k(λµ)L should have a high per-

centage of components k(λµ)nl matching active partners cnl in cP while
all the differently shifted representations should have fewer matching
components. Thus, we can restrict comparison of components between
cP and k(λµ)L to the small subset of active components in k(λµ)L . We even
can restrict comparison to a subset of few hundreds of randomly se-
lected active components k(λµ)nl in order to get a quick first estimate.
Recently, we have been investigating strategies based on the general-
ized Hough transform [9], but it is beyond the scope of this chapter
to go into details. Finally, we should mention that multiple represen-
tation of kL at different positions (λµ) can be extended by additional
representation at different orientations ψ. Of course, the search space
between k(λµψ)L and cP is again increased by one dimension but due to
our previously discussed acceleration this is tolerable.

The combination of Gabor-based representations with the strategy
of extrafoveal recognition allows recognition of objects also in real-
world scenes with structured background. Although the search space
can be reduced by foveation or by orientation estimation the quality
of recognition does not depend on this support. On the other hand,
the exact position and orientation of an object is available with high
precision if the steps (λµψ) of displacement and orientation in k(λµψ)L
are reduced in the vicinity of the best match. Therefore, we could suc-
cessfully use our recognition system for vision-guided disassembly of
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Figure 8.19: A typical scene of our application in disassembling cars.

used cars. Figure 8.19 shows a typical scene in which the type of wheel
is recognized, the size of screws is identified, and the screw positions
are measured in six degrees of freedom. Note that we have a pair of
cameras in this application that allow additional depth measurements
by stereo.

8.3.5 Advantages and limits of the holistic system

We began the discussion of our system with some observations of hu-
man visual behavior and we identified holistic and sequential recogni-
tion strategies. In the preceding sections we showed that rapid learn-
ing and robust recognition of objects can also be achieved by technical
holistic systems. We also showed that learning of normalized repre-
sentations in a foveating system provides position invariance, distance
invariance and orientation invariance. We improved shape discrimina-
tion and robustness by a combination of binary or color-based repre-
sentations with contour and vertex representations. Also, we achieved
tolerance against inevitable foveation and normalization errors by tol-
erant representations, and these representations also happened to be
tolerant against minor perspective distortions. Thus, we were able to
extend our system to learning and recognition of 3-D objects. Further,
we also improved the quality of our system under real-world condi-
tions by introducing Gabor-based representations. Finally, we showed
that the strategy of extrafoveal recognition no longer requires perfect
segmentation.

However, two serious disadvantages remain and they can not be
eliminated within the framework of a pure holistic approach. The first
problem appears as soon as objects are considerably occluded. In this
case foveation as well as orientation estimation will fail. Moreover, the
strategy of extrafoveal recognition will provide subliminal similarity
measures. The second problem is related to the tolerance-separability
problem that was discussed in Section 8.2.3. On the one hand, we pro-



182 8 A Hybrid Neuro-AI-Architecture

vide representations that tolerate errors in foveation as well as minor
deviations in shape and minor perspective distortions. These repre-
sentations suppress small details and even if they are represented, the
recognition threshold will be adjusted too low in order to discriminate
these details. However, it is also well known from human vision that
we are not able to see all details at first sight. If we really want to
see details we foveate them sequentially and shrink our visual field to
see them with higher resolution. The strategy of sequentially foveating
details and parts of objects will help us to overcome both problems,
that is, the problem of occlusions and the problem of discrimination
between details of similarly shaped objects. These sequential strate-
gies seem to be knowledge-based in biological systems, and we also
introduce a knowledge-based approach in the following section.

8.4 The hybrid neuro-artificial intelligence (AI) system

8.4.1 Advantages and limits of classical AI systems

During the last two decades, methods from the AI field have been widely
used for computer vision. The principle idea is to build explicit object
models of a domain. These models are typically based on a set of ele-
mentary features, such as straight or curved edges and lines, corners,
areas of homogeneous intensity or color, etc. For the recognition proc-
ess vision routines are needed to extract these elementary features. A
control algorithm, often called an inference engine, is used to map the
features to the object models. As a result, object recognition can be
seen as a search or optimization problem that finds the best mapping
M from a feature space to the elements of the object model. An intro-
duction is given in Volume 2, Chapter 27.

When using semantic networks for modeling, we typically have a
frame-like data structure of so-called concepts and a set of links be-
tween these concepts. The concepts are used to describe the properties
of an object or its parts, while the links are used to model relations be-
tween the objects or their parts. Two standard relations that are often
used in this field are part/part-of and the specialization/generalization
relation. They form a hierarchy of abstraction with the most detailed
model elements in the leaves of the network. Figure 8.20 shows a sam-
ple network of concepts and these standard relations.

Due to the explicit description of objects and their decomposition,
partially occluded objects or disturbed objects can be recognized by
finding a subset of their parts, that is, by finding subgraph isomor-
phisms [10, 11, 12]. Nevertheless, some major problems still appear.
First, it is impossible to model all imaginable disturbances, and thus
we rely on the robust extraction of the elementary features. Grouping
techniques similar to those described in Witkin and Tenenbaum [13],
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…

…

Figure 8.20: Sample semantic network.

Figure 8.21: Sample object.

Lowe [14, 15], or Jacobs [16] are widely used to solve some of these
problems. Second, a combinatorical explosion leads to large search
spaces that have to be analyzed to find the best mapping M .

Consider the example in Fig. 8.21. A certain aspect of a cube is mod-
eled by its nine straight lines and their topological relations (parallel to,
perpendicular to, left of, right of, etc.). When mapping the image fea-
tures to the object model, we have to consider 99 possibilities. This is
done under the assumption of optimal extraction of the features with-
out having other objects in the scene, without extracting features from
the background, and without considering other object models in the
model base. Obviously, one of the main problems is that we have to
deal with an exponentially growing search space, especially when rec-
ognizing objects in real-world scenes.

Nevertheless, one of the main advantages of explicit object mod-
els is the handling of occluded objects by recognizing their details as
mentioned earlier. We will show in the following paragraphs, how the
major problems of conventional AI systems for computer vision can be
overcome by modeling objects on the basis of holistically learned and
recognized views of an object.

8.4.2 Modeling with holistically learned representations

As described in Section 8.3.5 the holistic neuro-recognition system is
limited to objects that are not considerably occluded. In addition, holis-
tic recognition reaches its limits when objects only differ in a few de-
tails. These limits can be overcome by combining the advantages of



184 8 A Hybrid Neuro-AI-Architecture

Figure 8.22: The holistic recognition system and classical AI are combined into
a hybrid system.

Figure 8.23: Object view and partial views on some characteristic details.

conventional AI systems with the robustness of holistic recognition in
a hybrid system (Fig. 8.22).

In contrast to the classical approach, we model complex objects by
partial or “narrowed” views, focusing on characteristic details of the
objects [17]. These partial views are taken by moving the camera closer
to interesting details, by pan/tilt-moves and by the use of the camera
zoom lens, or by scaling mechanisms as described in Section 8.2.2.
Figure 8.23 shows a sample of an occluded object and views to parts of
the object focusing on characteristic details.

It can be seen that these partial views contain considerably more
information than a simple elementary feature. We can outline the fol-
lowing advantages:
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Figure 8.24: Partial views and their reference vectors.

1. While elementary features such as straight or curved edge segments
of classical AI systems are shared between many objects, our feature
“partial view” is object specific and therefore reduces the number
of possible hypotheses, which have to be tested;

2. A partial view contains pose information, which allows estimation
of the position of additionally modeled partial views. As a result,
the search space can be reduced again; and

3. The integration of an explicit aspect hierarchy for active vision ap-
proaches enables the system to distinguish even between very sim-
ilar objects.

Therefore, modeling with object-specific structures prevents a com-
binatorial explosion of the size of the search space.

For modeling the topological relations between different object views
and several detailed views, we define an arbitrary but fixed reference
point xrO = [xO,yO,zO]T (e. g., the center of mass or even better any
point on the surface of the object) and a reference viewing direction
vrO = [αO,γO,ϕO]T (e. g., the surface normal at xrO). We can now de-
fine a viewing point and a viewing direction for each detailed view Ni
relative to xrO , vrO by offset vectors pi = [xoffset

i ,voffset
i ]T .

Figure 8.24 visualizes several partial views Ni together with their
offset vectors pi. As soon as one of these details Ni is recognized by
our holistic system, we get information on its class name, its position
xi, and its orientation vi in the scene. We get a hypothesis of the pose
of the whole object and its other details by transforming the camera
coordinate system into an object-centered coordinate system by adding
the appropriate offset vectors and by retransforming the coordinate
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Figure 8.25: A concept and its slots.

system to the camera-centered one. Thus, after finding a first detail, all
other details can directly be accessed.

After outlining the main ideas of modeling with holistically learned
representations, we now describe several details of the semantic net-
work language. An object model (T ,R) of tolerant representations
T and relations R can directly be mapped to a semantic network S =
(C,R′) of concepts C and relations R′ by mapping T to C and R to R′.
We implement concepts as frame-like complex data structures. Several
slots of each frame are used for the standard relations part/part-of,
specialization/generalization to form a hierarchy of concepts. Several
other slots are reserved to implement attributes of a concept. These
attributes describe the properties of an object or a certain part of it
(Fig. 8.25).

We use attributes not only to describe the properties of an object
(declarative knowledge), but also to describe how these properties or
features can be extracted from the image. A procedural interface im-
plements the integration of computer vision routines in the semantic
network (procedural attachment). We distinguish between two differ-
ent sets of attributes. The first set, called pre-attributes, is used to
model the holistic properties (holistic recognition, neural operators);
the second set is used to model topological relations between the parts
of an object, as it is common to knowledge-based approaches [18].

A belief slot is added to hold a belief function that models informa-
tion on the reliability of the recognition. Several of these belief slots are
accumulated by a Dempster-Shafer evidence mechanism. A goal slot is
added for technical reasons and is used to guide the instantiation proc-
ess as described in Section 8.4.3.

The modeling strategies that have been introduced in this chapter
can obviously be extended to models of complex 3-D objects. There-
fore, an aspect-of relation has been integrated into the semantic net-
works to include knowledge about characteristic 3-D views of an object.
When modeling aspects of an object, we confine ourselves to a relatively
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Figure 8.26: Sample network of a complex 3-D object.

small set of characteristic views of an object, as shown in Section 8.4.5.
This distinguishes our approach from other aspect-based object mod-
els [19, 20, 21]. An example network for a 3-D object is given in Fig. 8.26.

Finally, we can summarize by stating that we consider an object
model as a pair of characteristic views and relations between these
views—the standard relations and some topological relations. Accord-
ing to our normalization procedures (Section 8.2.2), we do not store
characteristic views as gray or color images but as normalized tolerant
representations ti. Thus, we get a pair (T ,R) of tolerant representa-
tions T = {t1, . . . , tn} and relations R ⊂ ⋃

p∈N T p. Additionally, the
procedural interface of the modeling language enables us to integrate
knowledge to describe which vision routines should be used for extract-
ing the representations. This includes also the necessary procedures
for moving a robot and for grabbing camera images. Thus, we can
model an active recognition process in our hybrid system.

8.4.3 Instantiation strategies

In the previous section, we have described how to model objects in our
system by semantic and neural networks. However, an object model is
only one part of a computer vision system. It has to be supplemented
by a control algorithm that maps the image information to the elements
of our symbolic object model and thereby instantiates the concepts of
the semantic network. Due to the active vision approach of our system
we do not only map the signal information of a single image to the
network, but the information of a set of images is transformed into
a symbolic description (Fig. 8.27). Furthermore, this set of images is
dynamically grabbed during the mapping process.

In our case, an A∗-based search mechanism is used to find the best
mapping [22, 23]. Therefore, we must define a strategy that transforms
the semantic network (and the image information) into a search tree
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Figure 8.27: Mapping image information to symbolic descriptions.

Figure 8.28: Traversal of the network and a search tree.

that can be evaluated by the A* algorithm. As explained earlier, the
standard relations form a hierarchy of concepts with a single concept
on top of the hierarchy, the root node of the hierarchical semantic net-
work. For each concept, we use so-called pre-attributes to model the
holistic recognition and attributes to model topological relations be-
tween substructures of an object. According to this structure of our
networks we traverse the network as shown in Fig. 8.28, hence, the
search tree is constructed dynamically.

Starting at the root node of the network, we traverse the network
top-down the part/part-of hierarchy. When entering a concept Ci its
pre-attributes are evaluated. These are used for the description of the
holistic recognition process. In case of a successful holistic recognition,
we change to the bottom-up instantiation phase, build a new instance
of the concept and ascend in the hierarchy without evaluating the sub-
network below Ci. During the bottom-up phase the attributes of the
concepts are evaluated. They are used to model the topological rela-
tions among parts of an object to ensure that the instantiated parts
really form the superior object.

It can easily be seen that the structure of the semantic network and
the traversal strategy determines the general structure of a path in the
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search tree. Due to the top-down traversal, the root node of the hier-
archical semantic network becomes the root node of the search tree.
Concepts that stay in a part-of relation to the same superior concept
become successors in a left-to-right order. Concepts that are part of
more than just one superior concept appear several times in a path of
the search tree. Branches in the tree are created when the presented
representation of an object matches different learned representations,
which means when alternative mappings of image structures to the con-
cepts appear. These alternatives are shown twice in Fig. 8.28 with two
resulting branches each (pre-attribute no. 4 and attribute no. 7).

The belief function b() is used during the instantiation phase to rate
the chosen mapping. Typically, the distance measure d(tL, tP ) of the
holistic recognition forms the main part of the belief function. In case
of the decompositional recognition by evaluating the parts of a concept,
the rating of each part, weighted by a reliability factor, forms another
main part of the belief function. Several belief slots are accumulated by
a Dempster-Shafer evidence mechanism that is not described in detail
here [24]. The A∗ algorithm uses the belief function for the computa-
tion of its cost function.

The main rules for the instantiation process are summarized as fol-
lows:

1. A set of pre-attributes Apre or attributes A of a concept C is calcu-
lated successfully if the value of the belief function b(Apre) or b(A)
of C is greater than a given threshold bmin;

2. A concept C is instantiated if its pre-attributes Apre are calculated
successfully;

3. A concept C is instantiated if its attributesA are calculated success-
fully;

4. A subnet S with root node C is instantiated if the pre-attributesApre

of C are calculated successfully; and

5. A concept C is instantiated if it is part of an already instantiated
subnet S.

8.4.4 Recognition results

Experiments with our hybrid neuro-AI vision system have been made
testing two different domains. First, objects of a robot benchmark, the
Cranfield set, have been used to test the recognition of occluded objects
in almost flat 2-D scenes. Figure 8.29 shows several scenes that could
be analyzed successfully. Second, several toy cars have been modeled
for the recognition of complex 3-D objects (Fig. 8.30).

For the second set of experiments, two toy cars (a Fiat Punto and
a Ferrari F40) in the scale 1:24 have been used. The cars are colored
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Figure 8.29: Several scenes with occluded objects of the Cranfield benchmark.

Figure 8.30: Several holistically learned views of a car.

and have very shiny surfaces. Their moderate size allows viewpoints
within the relatively small reach of our robot. At the same time, they
show many details that can be modeled in the semantic network and
that can be analyzed by the recognition system. In the hybrid system,
we are currently using the holistic system as described in Section 8.2.
As we have not yet integrated the Gabor-based representation, the cars
are presented to the vision system on a table with homogeneous back-
ground, and in view of the fact that the robot is placed close to a large-
window side, the differing illumination conditions are still a problem
for recognition. Illumination ranges from diffuse daylight to direct sun-
light with shadows, etc., during the experiments. Resulting segmenta-
tion variations are cushioned by the tolerant-feature representation.
Nevertheless, additional work has to be done for dealing with extreme
shadows especially in the case of moving the camera against the light,
which is definitely one of the most serious problems in active object
recognition. In our experiments opposite light was a major difficulty
when recognizing the rear view of the cars.

Table 8.1 shows the recognition rates for the objects as well as
for some of their details that have been used in the models. Obvi-
ously, there are several misclassifications and rejections of some partial
views. Nevertheless, the whole recognition rate increases when using
the complete model information. Especially, the rate of misclassifica-
tions clearly was reduced. The toy cars were presented to the recogni-
tion system 100 times in different positions and under varying lighting
conditions.
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Table 8.1: Recognition rates for objects and some of their details

Object “Fiat” whole front left side right side rear

Correct classification 88 % 76 % 88 % 86 % 68 %

Misclassification 0 % 10 % 0 % 0 % 14 %

Rejection 4 % 4 % 4 % 10 % 8 %

Unreachable viewpoint - 10 % 8 % 4 % 10 %

Generalization “car” 8 %

Object “Ferrari” whole front left side right side rear

Correct classification 80 % 86 % 82 % 76 % 72 %

Misclassification 0 % 4 % 10 % 20 % 20 %

Rejection 0 % 0 % 0 % 0 % 0 %

Unreachable viewpoint - 10 % 8 % 4 % 8 %

Generalization “car” 20 %

In addition to the Fiat and the Ferrari models, a generalizing concept
“car” was used in the semantic network to model a general description
of a car without including the typical details of a certain car type. It can
be seen that in almost every case in which a recognition of the concrete
car type was impossible, this generalizing concept was instantiated.
The table also includes data on the rate of unreachable viewpoints for
some of the aspects and details.

8.4.5 Automatic generation of object models

For a computer vision system to be effective, it is very essential to in-
tegrate learning strategies to easily adapt it to different objects and
domains. While learning on the neural, subsymbolic level is done by a
“transform and store” mechanism as described in Section 8.2.5, learn-
ing on the symbolic level is currently done by selecting a set of charac-
teristic views of an object that are integrated into the semantic network.
To restrict the problem of actively learning models, we first define some
constraints:

1. During the learning phase objects are presented under “good” con-
ditions. This is due primarily to the one-step unsupervised learning
mode;

2. The robot holding the camera can reach all of the viewpoints, which
are calculated during the learning phase. Obviously, the characteris-
tic views can only be learned if the appropriate images can be taken.
However, for recognition not all of the views have to be reachable;
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3. Object classes shall be defined by similar shape of objects, not by
similar function. A supervisor would be necessary to define classes
of objects with a similar function.

In the following section we will concentrate on the selection of char-
acteristic views of an object.

Characteristic views. When modeling objects in a semantic network
by different views, the main question that has to be answered is: which
aspects of an object and which of its details are especially suitable for
unambiguous recognition of complex 3-D objects? Therefore, we do not
try to find a set of views that allows a detailed reconstruction of the ob-
ject nor are we looking for a nonredundant set of views. Instead, we are
seeking a small set of views that is useful for discriminating between
different objects. This distinguishes our approach from other work in
the field of characteristic view selection [25, 26, 27]. For our task, we ex-
tract a set of possible candidates with our subsymbolic vision routines.
These candidates are determined by foveation techniques that extract
points of symmetry, regions of homogeneous color or intensity, and
corners. The set of images we get when actively focusing the camera
on these foveation points is transformed to the set of corresponding
feature vectors. As mentioned earlier, these feature vectors are binary
vectors, each element representing the activity of one model neuron. In
a second step we use our subsymbolic classifier to determine how often
these feature vectors may be misclassified. Only those feature vectors
that are seldom misclassified are considered as being characteristic for
a certain object.

In the third step, these feature vectors are used for modeling the
objects in the semantic network. For each feature vector it is known
from which position and viewing direction the corresponding image
was taken. These absolute camera positions are used to compute the
relative positions between the characteristic views, which are then
stored in the semantic network as topological relations. In addition,
for each feature vector it is known which vision routines were used for
its computation. These steps—image acquisition, image preprocess-
ing, feature extraction, and classification—are stored symbolically in
the slots of the concepts of the semantic network. The global view
on an object and the extracted views on characteristic details are con-
nected by the standard part-of relation in the semantic network. Sev-
eral global views on the object from different viewpoints are connected
by the aspect-of hierarchy in the network. A formal description of the
selection of the characteristic views is given next. Therefore, we first
consider the 2-D case and the extraction of the part-of hierarchy.

Let us first consider a given global 2-D view, an aspect A of an ob-
ject O. Let F(A) = {f1, f2, . . . fn

}
be the set of foveation points in this

view, which are points of interest that can be used for detailed views.
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Let N (A) be the set of normalized images we get when actively focus-
ing the camera on these foveation points and letT (A) = {t1, t2, . . . , tn}
be the set of corresponding feature vectors. As with the holistic recog-
nition level, we use the similarity measure d(ti, tj), which is based on
the inner product and the Hamming distance of the feature vectors,
to approximate the probability that ti and tj belong to the same class
of objects by dij = d(ti, tj). The probability matrix D = [dij] gives
us several pieces of information on the substructures of the aspect A
that are represented by the feature vectors. Therefore, consider the
unit step function u : R→ {0,1} with u(x) = 1, if x > 0; and u(x) = 0,
if x ≤ 0.

Let S = [sij] ∈ {0,1}nxn be a matrix with sij = u(dij − dmin) and
a given threshold dmin. For our experiments, we use dmin = 0.8. Let
si = (si1, si2, . . . sin) with the vector norm ‖si‖1 =

∑
sij . Obviously,

at least the diagonal elements sii are equal to one and thus we get
‖si‖1 ≥ 1.

We can now distinguish three types of feature vectors ti:

1. ‖si‖1 = 1: ti does not belong to any other classes; ti contains in-
formation on the orientation and position of the object O (compare
Section 8.4.2), because it is hardly misclassified;

2. 1 < ‖si‖1 < smax with a given threshold smax : ti should not be used
to calculate orientation and position of the object due to possible
misclassifications. Nevertheless, ti can be used for testing the hy-
pothesis that an unknown object is of the same class C(O) as O,
because there are only a reasonable number of possible misclassifi-
cations. Additionally, its influence is decreased by a lower value in
the evidence slot of the network notation (we use smax = n/10);

3. ‖si‖1 ≥ smax: ti should not be used for modeling the object due to
the large number of misclassifications.

Extension to the automatic generation of three-dimensional models.
Obviously, we can generalize the earlier described procedure to views of
multiple objects Ok. Thereby, we get those characteristic views, which
are useful for discriminating between the objects. In this case, the
objects are modeled in the semantic network by views of details in
the part-of-hierarchy. For 3-D objects, of course, we have to consider
different aspectsAkl of each object. Therefore, a set of initial aspects of
each object is obtained by sampling the viewing sphere with a constant
step size, which can be user-defined. The characteristic aspects are
then integrated in the semantic network by the aspect-of-relation.

Constructing semantic networks. As described in the foregoing, the
topological arrangement of the selected views, the corresponding com-
puter vision routines, and the necessary robot movements are stored
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in the semantic network. The computer vision routines that were used
for grabbing images, foveation, feature extraction, and classification as
well as the routines responsible for moving the robot with the camera
on its hand are stored together with the necessary parameters in sev-
eral slots of the concepts. Additionally, the learning process is able
to categorize views and to combine similar views into a single concept
of the network. Therefore, the definitions of a concepts classification
attribute is extended by a set of possible outcomes of an operation.
Semantic networks already have been automatically generated for both
domains that were introduced in Section 8.4.4—the Cranfield bench-
mark and 3-D toy cars. Both have been successfully used for recogni-
tion tasks.

8.5 Conclusion

In this chapter we not only gave a detailed description of our hybrid
Neuro-AI system, but we also tried to show its philosophy and our argu-
ments in favor of the realized architecture. Hence, there is no need for
a concluding recapitulation. Instead we give some outlook on future
improvements.

When we introduced Gabor-based representations in Section 8.3.3,
we improved the representation of contour structures in blurred low-
contrast images of real-world scenes. Simultaneously, we replaced our
original algorithm Eq. (8.8) and its tolerant representations by a sim-
plified algorithm Eq. (8.16) providing Gabor-based tolerant represen-
tations. Therefore we lost the feature of “combinatorical filtering”
by which essential structures were preserved and learned while noise
and textures were removed. There are serious suggestions that bio-
logical systems also are able to separate essential visual structures by
synchronization-based dynamical feature linking and this mechanism
seems to be very similar to our original algorithm Eq. (8.8). Thus in fu-
ture work we will combine our old linking mechanism with Gabor-based
representations.

In Section 8.4.2 we showed how to model objects by a set of par-
tial views and their mutual relations. Generally, the description of
these relations contains geometrical information and in some cases
these geometrical relations can be interpreted as positions of object
parts within a more global view. This allows an alternative strategy for
nonexplicit modeling. Extrafoveal recognition (Section 8.3.4) provides
probability distributions for positions of holistically recognized object
parts. These 2-D probability distributions can be matched with previ-
ously learned actual positions of parts. We are currently investigating
whether this strategy of hierarchical grouping is able to replace lower
levels of explicit modeling.
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We also should mention that Gabor-based representations are only
implemented in the holistic system and are not yet available for explicit
modeling. Integration of the AI module with the more advanced Gabor-
based system will improve the performance of the hybrid system and
will not present major problems. The only problem arises with auto-
matic learning of object models. Up to this point, we have selected
partial views by foveation and evaluated a subset of significant proto-
types. This strategy is to be extended to the case of real-world scenes
where foveation is difficult or impossible. However, in spite of all these
pending modifications and in spite of unpredictable problems we are
sure to have a good basis with our hybrid AI-Neuro system.
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9.1 Introduction

Up to the end of the 1980s the most influential computational theory of
vision was that developed by Marr which dominated the computer vi-
sion community. His approach was the first to articulate a comprehen-
sive vision theory in computational terms, an enormous contribution
with many different aspects. Vision was regarded as a reconstruction
process, that is, leading from 2-D images through the primal sketch and
the 2 1/2-D sketch to object-centered descriptions (from pixel to predi-
cates, as expressed by Pentland [1]). Though much effort was invested
to improve the methods, computer vision seemed to have reached a
dead end. A comparison of the worldwide range of academic research
activities and the status of the integration of its results in applications
revealed:

• only simple and highly specialized problems were addressed;
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• legitimate demands concerning the robustness when not exactly
recordable conditions are prevailing, and adaptability to similar do-
mains or real-time performance were only seldom fulfilled; and

• academic research neglected the dominant system character of a
technical solution for an application.

While the application of visual sensors for measuring tasks showed
little discrepancies (physics and signal theory provide an expandable
repertoire of methods), a theoretical background for image analysis was
still missing. Computer vision needed more than what image process-
ing, pattern recognition, and sensor physics offered.

A solution emerged as Bajcsy argued that the problem of perception
was not necessarily one of signal processing but of control of data ac-
quisition [2, 3]. This solution was obtained from an examination of hu-
man perception, which is not passive but active. “We don’t just see, we
look” [3, p. 996]. While in passive vision systems the camera providing
the image input is immobile, human perceptual activity is exploratory
and searching. In the process of looking, humans move their heads to
obtain a better view of the scene, and their eyes focus on certain items
and adapt to different viewing conditions. An emulation of biological
vision processes by technical systems promised a new direction in com-
puter vision. As Aloimonos pointed out, problems that are ill-posed for
a passive observer became well-posed and linear for an active observer.
It is important to notice that active sensing can be performed with pas-
sive sensors. At the end of the 1980s the pioneering articles of Aloi-
monos et al. [4] and Bajcsy [3] established the active vision paradigm.
From the beginning, it became perfectly clear that active vision required
real-time information processing and control. Fortunately, progress in
the availability of dedicated and powerful computer systems and image
processing hardware that occurred in parallel made such approaches
possible.

In this chapter we pursue active vision in a essayistic manner from
the beginning to recent developments. In the following, we examine
the essential ideas of Marr’s theory and afterwards present criticism
and conclusions. Next, the basic concepts of active vision systems are
introduced and discussed in some detail. There is a great potential
for further advances in these areas. Therefore, the state-of-the-art and
proposals to further it are described in Sections 9.4 and 9.5 followed
by a conclusion.

9.2 Marr’s theory and its drawbacks

The work of Marr had and still has large impact on research in compu-
tational vision, human perception, and also human cognition [5, 6]. Its
influence is easy to understand: his ideas, especially in his book Vision,
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are presented clearly and succinctly. In a relatively thin volume, Marr
has packed more theory, and explained it more clearly, than many other
authors in far larger volumes. In addition, his ideas simplify theoriz-
ing about perception, and provide a firm base for model building. He
gave a complete description of processes relevant for vision, starting
with early visual processing up to 3-D model representation and ob-
ject recognition. In addition, he attributed importance to the biological
plausibility of his algorithms. In the following the main principles of
Marr’s theory are summarized in order to explain its drawbacks as an
overall framework for studying and building image analysis systems.

9.2.1 Principles

Marr formulated his ideas on the basis of the information processing
paradigm of cognitive science using the physical symbol system hy-
pothesis of Newell and Simon [7]: vision as well as other cognitive ca-
pabilities can be formalized as a pure information processing task and
can therefore be founded on a general theory. This implied a closed
framework for the treatment of visual tasks and the existence of gen-
eral solutions not depending on special implementations. He assumed
further that information exists in the world independently of a process-
ing system and that it has only to be collected or sampled.

According to Marr, the top-down design of visual systems consists
of precise mappings of one information entity to another on a higher
abstraction level. In this way, he suggested three levels “at which an
information-processing device must be understood before one can be
said to have understood it completely” [6, p. 24]:

• a computational theory for the formulation of a general task and its
solution based on necessary constraints and boundary conditions;

• a specification of algorithms and a representation scheme providing
a solution of formal procedures; and

• a hardware implementation.

These three levels form the basis for the understanding of informa-
tion processing. They are logically and causally related but can be used
independently for explanatory purposes.

The representation hierarchy occupies an important space in Marr’s
theory. Starting with intensity values in images, he first specified the
primal sketch that includes explicit information such as zero-crossings,
edges, grouped similar symbols with their boundaries, and virtual lines.
Marr stated that the human visual system detects edges by evaluat-
ing the zero-crossings of the Laplacian of a Gaussian-filtered image [8],
which he approximated through the difference of two Gaussian func-
tions. The goal of the primal sketch is to detect so-called tokens and
their boundaries. Therefore, discrimination processes are necessary to
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separate similar tokens and to form boundaries between them. Fur-
thermore, grouping processes are used to combine and build up larger
tokens. Following the primal sketch Marr emphasized the role of intrin-
sic images (the 2 1/2-D sketch) for use in what became known as early
vision in order to add information about orientation and rough depth.
Support for these representations has been found in the retinotopic
maps of early vision (optic flow, texture, color, disparity). Discontinu-
ities in these quantities are analyzed and stored in a viewer-centered
representation. Finally, he formulated a 3-D model representation to
describe object shapes and their spatial relations using a hierarchical
object-centered representation including volumetric and surface prim-
itives: “To construct a 3-D model, the model’s coordinate system and
component axes must be identified from an image, ...” [6, p. 313]. Marr
used so-called component axes to describe object parts. These axes are
given in a viewer-centered coordinate system and therefore a transfor-
mation, the image-space processor, is necessary to represent entities
in an object-centered system. The recognition process consists of two
modules: “a collection of stored 3-D model descriptions, and various
indexes into the collection that allow a newly derived description to be
associated with a description in the collection” [6, p. 318]. These col-
lections he refers to as the catalog of 3-D models that is hierarchically
organized:

1st level. It contains the most general descriptions providing informa-
tion only about size and overall orientation.

2nd level. Here information about the number and distribution of axes
of the components is included allowing a rough determination of
shape configurations.

3rd level. Finally, a more accurate description of the sizes of the com-
ponents and the angles between them is derived.

Accordingly, the recognition and formation of new models occur
within this hierarchy: “A newly derived 3-D model may be related to
a model in the catalogue by starting at the top of the hierarchy and
working down the levels through models whose shape specifications are
consistent with the new model’s ...” [6, p. 320]. Marr defines three access
paths into the catalog:

Specificity index. Marr’s notion of recognition rests upon the speci-
ficity index that concludes the hierarchical top-down recognition.

Adjunct index. Once a 3-D model is selected it provides 3-D models of
its components.

Parent index. If a component of a shape was recognized the parent
index provides information about the type of the whole shape.
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Marr points out that the recognition process may be ambiguous. But
using contextual constraints and other available clues such as thickness
of shapes, symmetries, repetitions, and large differences in angles, he
wants to overcome these problems.

9.2.2 Criticism

After an enthusiastic reception to the book Vision in the first years
after its publication, the limitations became obvious. Computer vi-
sion had long been discussed in the context of artificial intelligence
and knowledge-based systems with the result that the processing of
visual information consisted of the same methodology: a syntactic
analysis followed by symbolic processing of the results. Most work
involved extensive static analysis of passively sampled data. This con-
cept was very well suited to synthetic AI problems as there are block
worlds, Lambertian surfaces, smooth contours, controlled illumination,
etc., but failed when used to develop general useful and robust sys-
tems. All working image processing systems available today are only
capable of solving particular tasks due to the limitations of system
resources. While Marr’s theory promoted the formalization of connec-
tions between macroscopic phenomena of the world (spatiotemporal
structures) and the ability of humans to perceive them, it lacked the
practical application of its insights. Marr thought of the human visual
system as an well-defined, closed information processing device that
implied the possibility of an exact mathematical specification and a
strictly separated treatment of all processes. He defined visual percep-
tion as a reconstruction process of the sensory input, that is, perception
is an inversion of a mapping—an inversion problem, which is only solv-
able under the forementioned well-defined conditions and assumptions
and therefore an ill-posed problem. Research during the last decades
has shown that a general formalization of visual perception is not pos-
sible. Moreover, the hierarchical organization of Marr’s representation
scheme prevented the introduction of learning, adaptation, and gener-
alization.

Despite the major contributions of Marr, his theory left major is-
sues unaddressed. First, it neglected the perceiver’s behavior and was
therefore essentially about passive vision. Moreover, special features
of the human visual information processing, such as the elaborate gaze
control system and the changing resolution of the retina from the fovea
to the periphery, were neglected. In addition, Marr did not take into ac-
count the importance of additional knowledge sources available within
biological visual processing systems. Instead he wrote: “even in dif-
ficult circumstances shapes could be determined by vision alone” [6,
p. 36]. Especially, the analysis of complex scenes with distant ob-
jects requires knowledge about these objects, their arrangements, and
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possible occlusions due to the insufficient disparity of information for
such objects to yield depth representations. Generally speaking, Marr
stressed too much the representation and the recognition capabilities:
“all other facilities can be hung off a theory in which the main job of
vision was to derive a representation of shape” [6, p. 36]. His concen-
tration on object-centered representations for 3-D object recognition is
questioned by newer research results that postulate a viewer-centered
representation following psychophysical and neurophysiological inves-
tigations [9, 10, 11].

Most of all, Marr saw vision as a general process independent from
the observer and the particular visual task. Aloimonos’ criticism is as
follows: “Vision was studied in a disembodied manner by concentrating
mostly on stimuli, sensory surfaces, and the brain” [12]. While Marr an-
alyzed the entire image, that is, he wanted to collect all computable in-
formation for all parts of a input scene, biological vision systems build
up selective representations about the world in conjunction with their
actions. Furthermore, Marr neglected that visual information process-
ing is a context-sensitive process: only certain information sources are
needed for a particular vision task. Thus, the processing of complex
scenes with ambiguous information was beyond the range of Marr’s
theory.

All these observations of the drawbacks of the computational the-
ory of vision led to several conclusions for further research: general-
purpose vision has proven to be a chimera. There are simply too many
ways in which image information can be combined, and too much that
can be known about the world for vision to construct a task-independent
description. Moreover, it is obvious that vision does not function in iso-
lation, but is instead part of a complex system that interacts with its
environment. It seems useful to extract information that is not read-
ily available from static imagery by direct interaction with the physical
world. In order to make an economical use of the resources it will not
be possible to accumulate a maximum of knowledge. On the contrary,
the world can serve as a database with the vision system retrieving
task-oriented the relevant information by directing gaze or attention.
Behavioral vision demands adaptability, implying that the functional
characteristics of the system may change through interaction with the
world.

9.3 Basic concepts of active vision

The redefinition of the paradigmatic base of computer vision as men-
tioned in the foregoing started about one decade ago and is yet ongoing.
Several authors contributed to the contemporary spectrum of alterna-
tive paradigms and emphasized different aspects that are reflected in
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the terms they used to characterize their approaches. They all have
in common that they regarded the visual system as a sensory, percep-
tual, and motoric one. Another common assumption is the inclusion
of feedback into the system and the gathering of data as needed.

Active vision. The active vision paradigm [4, 13, 14] has tried to over-
come some of the forementioned drawbacks of Marr’s theory by
the introduction of an active observer. “An observer is called active
when engaged in some kind of activity whose purpose is to control
the geometric parameters of the sensory apparatus. The purpose of
the activity is to manipulate the constraints underlying the observed
phenomena in order to improve the quality of the perceptual results”
[13, p. 140]. The active control of the outer degrees of freedom
of the ocularmotor system enables a vision system to break down
the complexity of a task [15, 16, 17]. Later, Aloimonos focused on
the purpose as the driving power of a system to interact with its
environment (purposive vision, [18]) and the efforts in realizing any
visual task (qualitative vision, [19]).

Animate vision. The term from Ballard [20] shall focus on the human
visual system as a complex repository of technical insights on how
to use vision in the course of answering a huge repertoire of ques-
tions about the world: “ . . . researchers . . . seek to develop practical,
deployable vision systems using two principles: the active, behavioral
approach, and task-oriented techniques that link perception and ac-
tion” [21]. Similar to active vision animate vision also supports the
division in preattentive phases (fast and data-driven bottom-up pro-
cessing) and attentive stages (top-down controlled and related to the
next task) [21, 22].

Active perception. Bajcsy stressed the combination of modeling and
control strategies for perception: “ . . . <active perception> can be
stated as a problem of controlling strategies applied to the data ac-
quisition process which will depend on the current state of the data
interpretation and the goal or the task of the process” [3, p. 996]. In
order to accomplish closed feedback loops it is necessary “to define
and measure parameters and errors from the scene which in turn
can be fed back to control the data acquisition process” [3, p. 1004].
In further publications she introduced the concepts of exploratory
perception and active cooperation [23, 24].

In the following, we use a broad definition and summarize all these
approaches using the general term active vision. Swain and Stricker [16,
p. ii] give the following characterization of active vision systems, which
is still current:

“Active vision systems have mechanisms that can actively control
camera parameters such as position, orientation, focus, zoom, aperture
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and vergence (in a two camera system) in response to the requirements of
the task and external stimuli. They may also have features such as spa-
tially variant (foveal) sensors. More broadly, active vision encompasses
attention, selective sensing in space, resolution and time, whether it is
achieved by modifying physical camera parameters or the way data is
processed after leaving the camera.

In the active vision paradigm, the basic components of the visual sys-
tem are visual behaviors tightly integrated with the actions they support:
these behaviors may not require elaborate categorical representations
of the 3-D world.”

It is obvious that the term active vision may not be confused with
active sensing (sonar sensors for the measurement of distances, laser
systems for the generation of depth maps, etc.).

Such a broad definition of the field requires research in areas that
had not been studied before: Due to the highly redundant source im-
age signal attention has to be considered for active vision systems with
highest priority in order to achieve figure-ground separation and real-
time performance. Attention means selective processing of volumes-of-
interest within the system environment with restricted size and motion
and with respect to the specific task. The signal selection may take
place along various signal dimensions: distance; space; and velocity.
Gaze control is needed to direct a system’s attention to different inter-
esting locations in its environment. Parameters of cameras and joints
of camera-heads have to be altered to perform gaze shifts. It is obvious
that new hardware concepts for integrated camera platforms and im-
age processing hardware are indispensable. If sensors are connected
to robot manipulators, the system can acquire additional information,
determining material, geometric and haptic characteristics of objects.
Such an integration with robot architectures opens the door to an in-
tensive cooperation with the robotics community. While robot systems
normally use accurate calibrations, an eye-hand coordination should
work without facilitating the cooperation of the different subsystems.
Attention, gaze control, hardware and software concepts and eye-hand
coordination are discussed in more detail in the following sections.

Further research themes have be considered under a different light:
Spatially variant sensors allow foveal sensing providing high resolution
at the location of interest without the cost of uniformly high resolution
as well in the periphery [25, 26, 27]. Spatial coordinate transformations
(e.g., log-polar) support this property [28, 29]. A typical active vision
application will likely consist of many computationally intensive tasks,
each benefiting possibly from parallel processing. These programs need
an underlying software system that not only supports different parallel
programming models simultaneously, but also allows tasks in different
models to interact [21]. Though in the active vision paradigm space-
time representations are used to serve the needs of specialized units
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devoted to a number of tasks and therefore elaborated 3-D represen-
tations of the world may not be necessary, the interface to high-level
tasks as object recognition and scene interpretation should not be ne-
glected. But algorithms that recognize objects and events should be
stable to large amounts of noise and should be executable in real-time.

Vision and in particular active vision should not be studied in isola-
tion but in conjunction with other disciplines. In areas such as neuro-
physiology and molecular biology new techniques have been developed
that allow tracing the visual information processing in living beings at
the molecular, neural, and cellular levels. Behavior as associated with
active vision systems can be observed by empirical disciplines such as
psychophysics, cognitive psychology, and ethology. By now, some in-
sight is gained concerning the various functional components of the
brain that can be used to emulate the biological vision system. In the
ideal case, computational neuroscience renders possible modeling at
different levels in a way that a biologically adequate model at a partic-
ular level is derived, whereas empirical facts from neighboring levels
constrain the space of potential models for that particular level.

9.3.1 Attention

Various authors use the metaphor spotlight in order to describe the
phenomenon attention. Such a spotlight moves steadily from one po-
sition to another slipping over regions that lay between a starting and
a goal position. The spotlight is assumed to be a homogeneous com-
pact spot of a certain size. But the main prerequisite for the spotlight
hypothesis is that attention cannot be allocated simultaneously for dif-
ferent, spatially separated regions of the visual field [30, 31]. A second
term for spotlight is focus of attention.

Directing the gaze of an exploratory vision system by a visual atten-
tion model has become a useful paradigm in active vision, also called
attentive vision [32]. Visual attention reduces the amount of data to be
processed per time step and serializes the flow of data. It facilitates the
spatial representation and simplifies mathematics by producing refer-
ence points and reducing the degrees of freedom. At least four mech-
anisms are known for data reduction in early visual processing: Signal
selection is used for focusing on interesting regions and events, that
is, to select critical segments of the signal for further processing while
ignoring the majority of it that is not relevant. While data compression
seeks to eliminate the redundancy in the signal, alerting determines
where to look next. Certain property measurements can be computed
directly on sensor data (e.g., component motion and depth).

The attention model by Koch and Ullman [33] is a basic contribution
to the development of computational attention models. Though they
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did not implement it, it contains some important demands that can be
found in several later models. It possesses the following features:

• There is a parallel representation of elementary object features (e.g.,
color, orientation, direction of motion) in different feature maps.

• A mapping exists that projects the topographic maps onto a central
nontopographic representation. This map consists of one single
point, describing where to look next.

• A winner-takes-all network derives the localization of the most in-
teresting attention point.

• After a gaze shift to an interesting point, an inhibition of this point
occurs, releasing a shift to the next attention point.

• Additional rules may define adjacency relations.

Computational attention models can be divided into two major clas-
ses. Most of the connectionist-based attention models are concerned
with the transformation of an object (or a similar structure) into an
object-centered reference frame (e.g., [34, 35, 36]). These routing mech-
anisms often imply not only a position, but also a size-invariant map-
ping. In an active vision system both effects can also be achieved by the
control of the camera platform (pan-tilt, vergence) or the cameras them-
selves (zoom, focus), respectively. Other models deal with the question
of how a salient region can actually be found and what region may be
relevant to the current task (e.g., [37, 38]). Such a strategy seems to be
promising for the gaze control of an attentive vision system.

9.3.2 Gaze control

In order to analyze gaze control, the problem can be partitioned accord-
ing to biological mechanisms that drive eye movements, such as ver-
gence and smooth pursuit. Neither vestibulo-ocular phenomena (e.g.,
the compensation of egomotion), nor elaborate visual processes have
been modeled yet. Unfortunately, the cooperation between these mod-
ules and their integration still remains insufficiently investigated. Thus,
a simpler approach is the division of the task in two categories: gaze
stabilization or fixation maintains the optimal view of a particular in-
teresting object that may be stationary or in motion with respect to
the camera while gaze change, similar to human saccadic eye move-
ments, deals with transferring the gaze for exploring an environment,
recognizing parts of objects, and tracking moving items.

The primary goal of gaze control is the active manipulation of cam-
era parameters so that the images acquired are directly suited to the
task specified. The parameters include the six degrees of freedom for
the camera position, lens parameters such as aperture, focus, zoom,
plus relative parameter values for multicamera systems. In contrast to
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the computational attention models presented in the foregoing, a gaze
control of an active vision system is tailored to a specific task.

In order to control the gaze of a camera system it is necessary to
integrate dynamically different visual cues. For example, different in-
dependent depth cues (e.g., image blur, stereo disparity, and motion
disparity) have to be combined in a consistent manner: focus-based
ranging is most reliable for nearby objects while other cues such as
camera motion or stereo disparity can be more useful for greater dis-
tances. Furthermore, strategies for interleaving image acquisition and
visual processing are investigated depending on the information con-
tent of the images and on the computational complexity of a given
visual task. Multiscale approaches are discussed in order to achieve
information available at different levels of resolution.

9.3.3 Hardware and software concepts

The most interesting property in all active vision systems is their in-
teraction with their environment during sensing. Such systems look in
a particular direction depending on the given task, change their focus,
move to another location, or reach out and touch something. In order
to achieve this functionality, hardware beyond the visual sensor itself
is required that can be divided into mechanical and electrical compo-
nents.

The visual system in human beings and many other animals is par-
tially assisted by other sensory organs. Although the importance of
the vestibular information for the vestibulo-ocular responses is well
known, its contribution is mostly excluded in the discussion of com-
puter-controlled camera platforms. Neglecting further inertial and oth-
er extra-retinal stimuli, the only human visual parameters used are ge-
ometrical and optical ones. The mechanical degrees of freedom (DoF,
or better axes due to the clear dependence between some of them) of
the human head can be categorized as follows:

• mechanical DoF of the eyes (superior-inferior (tilt), lateral-medial
(pan), cyclotorsion (about the visual axis));

• mechanical DoF of the neck (tilt, pan, lateral tilt movement); and

• optical DoF of the eyes (change of focal length and iris opening).

The construction of camera platforms in different research labs
has been inspired by the described biological findings. This leads to
more or less anthropomorphic head-eye systems ranging from camera
pan and tilt to complete camera heads (including vergence, neck, etc.)
[20, 39, 40, 41, 42]. Often camera systems are connected with robot
manipulators and mobile robot platforms and use nonvisual sensors
(e.g., tactile and inertial sensors) complementary to visual information
[43, 44].
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By definition, active vision implies an intimate connection between a
controllable imaging system, possibly dynamic environment, and com-
putational processes. These processes have to respond to demands
originating from the outside world, while the effectors and the pro-
cessing must react in timely fashion to the goals of visual or robotic
applications. In this sense, the active vision enterprise is one of real-
time computation. Hardware to support real-time vision involves at
least fast image acquisition (frame grabbers), fast low-level image pro-
cessing, fast interfaces to gaze control effectors and some interface to
higher-level computing.

In addition to the hardware requirements it imposes, the real-time
constraint places demands on software at several levels. In Chapter 5,
a uniform software design is discussed in order to combine conflict-
ing goals: while, on the one hand, highly run-time efficient code and
low-level access to hardware is required, on the other hand, a general,
platform-independent implementation is desired. Many practical prob-
lems arise when real-time systems are to be controlled with a general-
purpose workstation. One solution is to add dedicated processors run-
ning nonpreemptive operating systems; another solution is the use of
special image-processing hardware (e. g., DataCubes and FPGA image
processing (Chapter 2)) and real-time operating systems. The require-
ments in active vision are to reduce processing latency to the point
allowing realistic reaction times to events that occur in the view. Given
that robust algorithms can be designed and implemented, multimedia
architectures (see Chapter 3) and massively parallel architectures have
the possibility of meeting this criterion [21, 45, 46, 47].

9.3.4 Eye-hand coordination

Active visual systems should have certain adaptive capabilities that en-
able them to map sensory data to grasp or similar motor commands.
Thus, they can obtain a higher degree of autonomy for acquiring visual
data in unstructured or changing environments and can gain further in-
formation about objects by handling them. Furthermore, manipulators
can accomplish certain tasks under control of an active vision system
(visual guidance). By using the feedback provided by vision an accurate
positioning of manipulators is possible. Research in this field is often
denoted as sensorimotor coordination or sensorimotor association [48].
Studies deal with the bidirectional association that exists between sen-
sory perception and motor actions. On the one hand, there is a forward
association from motor actions to the resulting sensory perception. Ac-
cordingly, the prediction of a robot-arm’s position, etc., is desired given
specific motor commands (forward kinematics). On the other hand, it
is desirable to estimate motor commands for a desired sensor posi-
tion (inverse kinematics). Several solutions to such kinematics prob-
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lems are known that can be divided by the underlying processing rules:
computational or learning approaches. The computational approaches
referred to here use physical laws for an exact determination of the de-
sired quantities. Often certain assumptions are necessary to reduce the
computational complexity, especially in the active vision domain with
its real-time requirements, but nevertheless there is no unique solution
for redundant “joints” [49, 50]. Thus learning methods employing neu-
ral networks are often used. These methods do not require a direct
computability because they use other methods known as learning by
example or learning by doing [51, 52]. Neural networks are especially
appropriate due to their ability to learn complex nonlinear mappings.
Furthermore, their robustness against noise or corrupted input is ad-
vantageous.

9.4 Examples for active vision environments

Active vision capabilities have especially entered robotics applications
because robots offer a straightforward way to integrate tactile, move-
ment, and grasp facilities in image-processing applications. Thus the
coupling between sensoric devices (cameras, sonars, laser rangefinders,
encoders, etc.), on the one hand, and actoric devices (motors, grippers,
etc.), on the other, can be demonstrated. Nevertheless, one can di-
vide the applications according to the role vision plays. In the robotics
domain vision is used for navigation tasks, for example, to detect ob-
stacles in the pathway and to look for landmarks for self-localization.
The following compilation of active vision environments is a survey of
running research projects and is by no means exhaustive. In the first
applications vision and other sensor inputs are used mainly for navi-
gation:

• The U Bonn investigates autonomous robots within the RHINO-proj-
ect [53] (http://www.informatik.uni-bonn.de/˜rhino). The
Rhino robot moves autonomously in office environments applying
collision avoidance and path planning mechanisms. It uses artifi-
cial neural nets and knowledge data banks about the rooms to build
up representations of the scenes. In this way, all algorithms shall
work in a real-time software environment. The system uses camera
input, sonar echoes and laser range values to analyze the current
path and to classify objects. Rhino was utilized as a museum tour
guide at the Deutsches Museum Bonn. Within this application, a
camera platform was used only to increase the user acceptance.

• At the UBW München, visual guided vehicles have been developed
(Chapter 28, [54], and http://www.unibw-muenchen.de/campus/
LRT/LRT13/Fahrzeuge/VaMP-E.html). The vehicles are able to

http://www.informatik.uni-bonn.de/~rhino
file:http://www.unibw-muenchen.de/campus/LRT/LRT13/Fahrzeuge/VaMP-E.html
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drive autonomously by active control of steering, brakes, and ac-
celerator pedal. The whole control system rests upon visual input
and is, therefore, equipped with several movable cameras. Thus,
multiple images at different zoom levels can be grabbed. In this
way, an active, binocular observer that can also track other vehicles
is possible. Experiments showed a high robustness and accuracy.

• The institute of robotics at ETH Zürich investigates autonomous
mobile robots as interactive and cooperative machines. Within the
MOPS -project (http://enterprise.ethz.ch/research/mops), an
autonomous robot is used for internal mail distribution [55]. The
robot is able to navigate very accurately based on the recognition of
natural landmarks. Therefore, geometric structures are matched by
looking for straight lines, cylinders, corners, etc., within range data.
The robot picks up mail boxes and delivers them to the addressee.
Thus an interaction with humans is possible via wireless communi-
cation links to give orders and to deal with exceptional situations.

• The robotics institute at Carnegie Mellon University is part of the
team building a prototype Automated Highway System (AHS) ([56],
http://almond.srv.cs.cmu.edu/afs/cs/misc/mosaic/common/
omega/Web/Groups/ahs). The goal of the project is to create the
specifications for vehicles and roadways that will provide hands-off,
feet-off, computer-controlled driving with greatly improved safety
and throughput. Cars, trucks, and buses equipped for the AHS will
be able to drive alongside non-AHS capable vehicles on the same
roadways.

Beyond vision is also used for high-level tasks. Vision is not only
regarded here as a tool for navigation but also for tasks such as object
localization, identification, or tracking. In the following a few examples
are outlined:

• At the TU Berlin the autonomous flight robot MARVIN (http://pdv.
cs.tu-berlin.de/forschung/TubRob/tubrob97.html) is devel-
oped (see [57] for a predecessor project). It is an extended model
helicopter, which shall take part in aerial robotics competitions. In
addition to some sensors for stabilizing the device, a camera is used
to fulfill the desired tasks: find and classify objects.

• Face recognition is coupled with active vision capabilities at the U
Bochum [58]. Starting with image acquisition a face candidate seg-
mentation first decides whether a face is present. This is solved by
low-level processes looking in parallel for form, motion and color
properties of faces. The 2-D position and size measurements are
tracked by a steady-state Kalman filter. High-ranked regions that
can be tracked over a certain time are checked by a neural net for the
presence of a face resulting in a candidate window that is passed to

http://enterprise.ethz.ch/research/mops
file:http://pdv.cs.tu-berlin.de/forschung/TubRob/tubrob97.html
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the face-recognition module. Within the NEUROS -project the robot
ARNOLD was build to investigate the design of a human-like, au-
tonomous service robot ([43] and http://www.neuroinformatik.
ruhr-uni-bochum.de/ini/PROJECTS/NEUROS/NEUROS.html). The
robot is guided by visual input only, because visual sensors are ap-
plicable to a wide range of possible future tasks. The camera head
used is equipped with four cameras that provide both an overall view
and a binocular foveated view of particular objects. An exemplary
application of Arnold consists of finding humans in its environment
based on skin color segmentation. After recognizing, it shall point
with its gripper onto the hand of the target.

• At the University of Stuttgart, autonomous mobile robots are used
for navigation in unknown environments and for the recognition of
complex and very similar objects ([59] and http://www.informatik.
uni-stuttgart.de/ipvr/bv/comros). Within the research proj-
ects, the problem of cooperative image processing is addressed,
that is, multiple robots shall investigate an object from different
perspectives. Thus, the system behavior of one robot is influenced
not only by the visual sensory data, but also by the interaction with
its neighbors. Within an exemplary behavior “tracking and recogni-
tion of objects,” a movement analysis module segments the scene
according to motion and delivers a region of interest to the recog-
nition module. The recognition modules of the multiple robots are
linked by a so-called contract-net protocol.

• The University of Tübingen also focuses on the problem of coop-
erative behavior of robots ([60] and http://www-ra.informatik.
uni-tuebingen.de/forschung/welcome-e.html). For example,
robots should autonomously form a queue. Within other projects
the main focus is on the design of autonomous mobile robots [61].

• At the TU Ilmenau the behavioral organization of interactive learn-
ing systems is investigated ([44] and http://cortex.informatik.
tu-ilmenau.de/forschung.html). The robot MILVA is to interact
with humans in a direct and natural way. A station scenario has
been used as an exemplary environment. The robot is to react on
gestures given by passengers and assist them in finding platforms,
transport baggage, etc. This scenario involves capabilities such as
recognition of hands and baggage, tracking and following of per-
sons, collision avoidance, and navigation.

• At the University of Paderborn, a system for an autonomous disas-
sembly of cars is under development within the DEMON -project (see
Chapter 8, [62], and http://getwww.uni-paderborn.de/GetLab/
GetResearch/GetNeuralVision/getDemon.html). First, car wheels
shall be disassembled. The system has to determine the spatial po-
sitions of the parts with sufficient accuracy. A robot arm equipped

file:http://www.neuroinformatik.ruhr-uni-bochum.de/ini/PROJECTS/NEUROS/NEUROS.html
file:http://www-ra.informatik.uni-tuebingen.de/forschung/welcome-e.html
file:http://cortex.informatik.tu-ilmenau.de/forschung.html
file:http://getwww.uni-paderborn.de/GetLab/GetResearch/GetNeuralVision/getDemon.html
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with specialized tools and controlled by a stereo camera system is
to disassemble the cars successively. Objects are learned holisti-
cally as a set of characteristic subobjects and later recognized from
an arbitrary distance and in an arbitrary orientation. These invari-
ances are accomplished by a normalization based on estimations.
The geometric relations of the subobjects shall be combined in a
knowledge-based system to efficiently model an entire object.

• At the University of Ulm, the organization of useful interactions be-
tween methods of subsymbolic and symbolic information process-
ing, in particular, neural networks and knowledge-based systems, in
an autonomous vehicle is investigated ([63] and http://www.uni-
ulm.de/SMART/index.e.html). The main goal is the development
of a learnable cognitive apparatus—a central representation of the
senso-motoric situation. This representation forms the basis for the
robot’s behavior.

• At the University of Hamburg, active vision systems are investi-
gated within the NAVIS -project (Chapter 27 and http://ima-www.
informatik.uni-hamburg.de/Research/NAVIS/navis.html).
The system visually explores its environment, locates interesting
2-D and 3-D objects and recognizes them under control of several
invariance capabilities. Neural models of visual information pro-
cessing from psychophysical and neurophysiological results are de-
duced and used for the development of technical image analysis
systems. Current work comprises visual attention and gaze control,
2-D and 3-D object recognition, color image processing, stereo im-
age analysis, and object tracking. A case study of a domino-playing
robot is under development [64].

• At Stanford University, autonomous robots are investigated ([65]
and http://underdog.stanford.edu). The intelligent observer is
able to follow objects whereas it shall communicate with high-level
commands such as “follow next moving object.” The project brings
together concepts and algorithms from computer vision, motion
planning, and computer graphics in order to create a robust, useful,
and integrated system. One important aspect of the system is that
vision itself, often viewed merely as a mechanism for aiding robot
navigation, becomes the central objective of the system. The robot
carries one or more cameras that allow it to track objects while at
the same time sensing its own location. Five modules were devel-
oped: landmark detection; target tracking; motion planning; user
interface; and motion control. The first two modules use vision ca-
pabilities. For landmark detection, special marks are placed on the
ceiling at known positions throughout the robot’s workspace. Once
a landmark is localized, the positions of the marks inner structures
are computed and their intensities are read from the image to de-

file:http://www.uni-ulm.de/SMART/index.e.html
file:http://ima-www.informatik.uni-hamburg.de/Research/NAVIS/navis.html
http://underdog.stanford.edu
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termine the 16 binary values they represent. Four of these values
are used to disambiguate the landmark’s orientation, and the oth-
ers encode the landmark’s unique ID. Target tracking is used by the
observer to detect and track a moving target. A target consists of
a number of black, vertical bars on a white cylindrical “hat” that
sits on top of the target robot. The tracking algorithm detects these
bars in each image and, given the camera parameters and the phys-
ical size of the bars, computes the target’s location relative to the
camera.

• At the University of Rochester, wheelchairs were turned into mo-
bile robots ([66] and http://www.cs.rochester.edu/research/
mobile/main.html) by adding on-board computational power and
a few sensors. Among other things, the mobile robot should follow a
target placed on the posterior part of another mobile robot platform
controlled manually. To reduce complexity, a specially constructed
3-D calibration object is used as the target. To achieve real-time per-
formance, the system is divided in a low-level part to locate quickly
the regions of interest in each scene and then to focus its attention
exclusively on them. A high-level module carries out geometrical
analysis and tracking. The tracking module consists of four parts:
prediction; projection; measurement; and backprojection. All steps
can greatly be simplified by using a priori known target configura-
tions.

• The CVAP laboratory at the Royal Institute of Technology Stock-
holm investigates a system approach for research in active vision
([67] and http://www.nada.kth.se/cvap). Some key issues have
been identified: use of multiple types of visual information, atten-
tion, and figure-ground segmentation, cues from motion and depth
cues from binocular disparities should be given priority. Thus, ob-
jects can be segmented for faster additional processing. Attention
mechanisms are used to emphasize the effectiveness of motion and
3-D cues.

9.5 Applications for active vision devices

In Section 9.4, some examples for active vision applications available
today or intended for the near future are presented. In addition, many
more applications seem possible. With growing computational power
and the availability of standard sensory systems together with dedi-
cated analysis algorithms, new areas of applications will emerge. In
principle, active vision capabilities can be used effectively among oth-
ers in the followings fields:

file:http://www.cs.rochester.edu/research/mobile/main.html
http://www.nada.kth.se/cvap
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• Industrial robotics: Robots for industrial applications used so far
lack some kind of intelligent behavior. They are able to repeat the
programmed action very accurately, but the main assumption is a
constant working environment. Even small changes in the locations
of tools cause problems. Here, active vision provides a way to re-
act in an effective way. The long and strenuous reprogramming of
robots for new applications can be reduced. On the basis of goal
formulations, the robots can autonomously adapt to new environ-
ments with new subtasks.

• Service robotics: Within the service domain, a great range of ap-
plications suitable for robots is developing. Service robots are mo-
bile devices equipped with adequate sensors to relieve humans of
small duties. Starting with simple tasks such as a vision-guided
vacuum cleaner or an autonomous post deliverer, such systems will
find their place in everyone’s life. Especially, the support for hand-
icapped persons demands autonomous systems to offer improved
quality of life (see Chapter 26 for a system that enables blind people
to experience visual impressions).

• Autonomous vehicles: Active vision systems installed in vehicles
provide a way to assist the driver for a safe journey, to increase
vehicle throughput, or to autonomously solve tasks by controlling
handling devices. Especially, in hazardous environments such sys-
tems would find many applications. Active vision methods are the
means to solve navigation tasks by handling all stimuli in an ade-
quate time period by concentrating on important subregions first.
In conjunction with industrial robots, autonomous vehicles can take
on parts of the manufacturing process such as in inventory admin-
istration, building industry, etc. In Section 23.3 and Section 28.6,
two autonomous systems are introduced.

• Man-machine interaction: Through active vision methods, the in-
teraction between computer and operator can become more user-
friendly. In conjunction with voice recognition, the user no longer
needs to insert commands by hand. Image processing can resolve
ambiguous spoken words. Mouth movements can be interpreted by
communicating with tracking facilities that provide the operator’s
location. A determination of gaze directions by active vision meth-
ods also seems possible.

• Surveillance/monitoring: Devices working with active vision can
profit manyfold. An active observer can determine unauthorized
actions, on the one hand, and is able to patrol certain regions au-
tonomously, on the other hand, if installed on a mobile system. Fur-
thermore, signature verifications systems are imaginable by using
tracking mechanisms. Section 22.6 and Section 15.3 outline body
tracking systems.
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9.6 Conclusion

Active vision as a new paradigm arose from Marr’s computational ap-
proach of vision. In his book Vision, he formed the foundation for a
clear, biological inspired, mathematical, symbolic solution for percep-
tual tasks. His ideas still have great influence on current researchers.
Limitations of his approach became obvious as researchers wanted to
address complex real-world problems. Often, a straight mathematical
mapping of visual information to higher abstraction levels is not pos-
sible. Marr’s view on vision as a reconstruction process leads to very
specialized applications but not to a general visual “problem solver.”
Mainly, Marr did not take into account the involvement of visual ca-
pabilities in a specific visual task of an autonomous observer. By us-
ing motoric facilities, many ill-posed problems can become well-posed
through the possibility of gaining more visual information from differ-
ent viewpoints. Therefore, the new view on vision as an active acqui-
sition process developed. Multiple key aspects of active vision such
as attention, gaze control, hardware and software concepts, and eye-
hand coordination were identified. All these techniques have to be
considered as task-dependent under real-time conditions. During re-
cent years, many interesting applications using active vision capabili-
ties have been developed. They have found their way especially into
robotics applications, whereas vision is used both for navigation as-
sistance and as a tool for high-level tasks. Besides these, many more
future applications seem to be imaginable.
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10.1 Introduction

In the last decade the maturation of a new family of intelligent systems
has occured. These systems are designed to model the behavior-based
paradigm. The roots of the paradigm can be found in the rather dis-
parate disciplines of natural science and philosophy. From a technical
point of view they can be summarized as the cybernetic interpreta-
tion of living systems on several levels of abstraction and granularity.
Although not always recognized, the approach aims at the design of
autonomous technical systems.

In this chapter we want to consider the design of behavior-based
technical systems in the frame of a general mathematical language,
that is, an algebra. This algebra should be powerful enough to inte-
grate different contributing scientific disciplines in a unique scheme
and should contribute to overcoming some of the current limitations
and shortcomings inherent to those disciplines. The language we are
using is Clifford algebra [1] in its geometrically interpreted version as
geometric algebra [2]. The use of this algebra results from searching for
the natural science principles forming the basis of systematic system
design according to the behavior-based paradigm of design. There-
fore, we have to consider the motivations of proceeding in this way
and the ideas basic to this approach. The outline of the chapter will
be as follows. In Section 10.2, we will introduce the basic assumptions
of the metaphor of intelligent systems we are using. We will derive its
usefulness from engineering requirements with respect to the desired
features of technical systems. We will then give some arguments in
support of a natural science-based design approach and some already
identified key points will be discussed. One of the most important
of them will be a kind of mathematical equivalence of the perception
and action tasks of a system. Perception will be understood as recogni-
tion of regular spatiotemporal patterns of the perceivable environment,
whose equivalence classes are verified using action. Conversely, action
will be understood as generation of regular spatiotemporal patterns in
the reachable environment, whose equivalence classes are verified us-
ing perception. From this mutual support of perception and action the
need of a mathematical framework like that of geometric algebra will be
deduced. This will be done in Section 10.3 together with a description
of its basic features for modeling geometric entities and operations on
these entities in Euclidean space. We will omit the analysis of man-
ifolds. Instead, in Section 10.4 we will demonstrate the use of this
algebraic language with respect to some basic problems related to the
analysis of manifolds, their recognition, and transformation. There, we
demonstrate the impact of the presented algebraic frame for the theory
of multidimensional signals and neural computing.
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We will follow a grand tour from engineering to philosophy (Sec-
tion 10.2), from philosophy to natural science (Section 10.2), from natu-
ral science to mathematics (Section 10.3), and finally from mathematics
to engineering (Section 10.4) with emphasis on Section 10.3.

10.2 Design of behavior-based systems

10.2.1 From knowledge-based to behavior-based systems

The old dream of human beings, that of designing so-called intelligent
machines, seemed possible as a result of the famous 1956 Dartmouth
conference, during which such disciplines as “artificial intelligence” and
“cognitive science” emerged. Following the zeitgeist, both disciplines
were rooted in the computational theory of mind , and for a long time
they were dominated by the symbol processing paradigm of Newell and
Simon [3]. In that paradigm, intelligence is the exclusive achievement of
human beings and is coupled with the ability of reasoning on categories.

Because of the assumed metaphorical power of computers to be
able to interpret human brain functions, it is not surprising that this
view has been inverted, that is, to be put to work to design intelligent
machines. The strong relations of the metaphor to symbolic repre-
sentations of knowledge with respect to the domain of interest not
only enforced the development of knowledge-based or expert systems
(KBS) but also considerably determined the directions of development
of robotics [4] and computer vision [5]. The corresponding engineering
paradigm of the metaphor is called knowledge-based system design.

Although the knowledge-based approach to vision and robotics
achieved remarkable success in man-made environments, the final re-
sult has been less than satisfactory. There is no scaling of the gained so-
lutions to natural environments. As well, within the considered frame,
system performance is limited not only from an engineering point of
view. This results from the natural limitations of explicit modeling of
both the domain and the task. Therefore, the systems lack robustness
and adaptability. Yet these properties are the most important features
of those technical systems for which engineers strive. The third draw-
back of the most contemporary available systems is their lack of sta-
bility.

All three properties are strongly related to the philosophy of system
design. The problems result from the metaphor of intelligent machines.
From a cybernetic point of view, all biological systems, whether plants,
animals or human beings, are robust, adaptable and stable systems,
capable of perceiving and acting in the real world. The observation of
the interaction of biological systems with their environment and among
themselves enables us to formulate another metaphor. This approach
to intelligence is a socioecological theory of competence, which we will
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call metaphor of biological competence. Its engineering paradigm is
called behavior-based system design.

10.2.2 Metaphor of biological competence

Biological competence is the capability of biological systems to do those
things right that are of importance for the survival of the species and/or
the individual. We use the term competence instead of intelligence
because the last one is restricted to the ability to reason, which only
human beings and some other primates possess. In contrast to intel-
ligence, competence is common to all biological systems. It summa-
rizes rather different capabilities of living organisms on several levels
of consideration as those of perception, action, endocrine and thermal
regulation or, of the capability of engaging in social relations.

For an observer of the system, its competence becomes visible as an
adequate activity. The mentioned activity is called behavior , a term bor-
rowed from ethology. Of course, behavior can also happen internally
as recognition or reasoning. It can be reactive, retarded or planned.
In any case, it is the answer of the considered system to a given sit-
uation of the environment with respect to the goal or purpose, and is
both caused by the needs and constrained by the limits of its physical
resources. The attribute adequate means that the activated behavior
contributes something to reach the goal while considering all circum-
stances in the right way. This is an expression of competence.

Behavior obviously subsumes conceptually at least three constit-
uents: an afferent (sensoric) and an efferent (actoric) interaction of the
system with its environment , and any kind of relating the one with the
other (e. g. by mapping, processing, etc.). Because of the mutual sup-
port and mutual evaluation of both kinds of interaction a useful system
theoretical model is cyclic arrangement instead of the usual linear in-
put/output model. If the frame of system consideration is given by the
whole biological system (a fly, a tree or a man), we call this arrangement
the perception-action cycle (PAC). Of course, the mentioned conceptual
separation does not exist for real systems. Therefore, having artificial
systems follow the behavior-based system (BBS) design of the metaphor
of biological competence is a hard task. Koenderink [6] called percep-
tion and action two sides of the same entity.

An important difference between behavior and PAC thus becomes
obvious. While behavior is the observable manifestation of compe-
tence, the perception-action cycle is the frame of dynamics the system
has to organize on the basis of the gained competence. This distinction
will become important in Section 10.2.4 with respect to the designers’
task.

Competence is the ability of the system to organize the PAC in such
a way that the inner degrees of freedom are ordered as a result of the
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perceived order of the environment and the gained order of actions
with respect to the environment. A competent system has the capa-
bility to separate relevant from irrelevant percepts and can manage its
task in the total complexity of concrete environmental situations. This
is what is called situatedness of behavior . With the term corporeality
of behavior the dependence of the competence from the specific needs
and limitations of the physical resources should be named. This also
includes determining the influence of the environment on the adapta-
tion of the corporeality during phylogenesis. Both features of behavior
are in sharp contrast to the computational theory of mind. Gaining
competence is a double-track process. On the one hand, learning from
experience is very important. But learning from scratch the entirety of
competence will be too complex with respect to the individual lifespan.
Therefore, learning has to be biased by either acquired knowledge from
phylogenesis or from the learner.

In the language of nonlinear dynamic systems, behavior has the
properties of an attractor . This means that it is robust with respect
to small distortions and adaptable with respect to larger ones. Because
of its strong relation to purpose, behavior has the additional proper-
ties of usefulness, efficiency, effectiveness, and suitability. From this
it follows that an actual system needs a plethora of different behav-
iors and some kind of control to use the right one. This control may
be, for example, event-triggering or purposive decision-making using
either intuition or reasoning, respectively. Behaviors can be used to
conceptualize a system as a conglomerate of cooperating and compet-
ing perception-action cycles. The loss of one behavior does not result
in the breakdown of the whole system. This is the third important
property from the engineer’s point of view, and is called stability .

10.2.3 From natural to artificial behavior-based systems

A general consequence of the sketched metaphor of biological compe-
tence seems to be that each species and even each individual needs
its own architecture of behaviors. This is true to a great extent. This
consequence results from different physical resources and different sit-
uative embeddings of the systems. For instance, the vision task is quite
different for an ant, a frog, or a chimpanzee. There is no unique general
theory of biological competences as regards vision; this is in contrast to
the postulation by Marr [5]. This conclusion may result either in resig-
nation or in dedicated design of highly specialized systems. Because of
the limitations of knowledge-based approaches the last way is the one
that contemporary engineers are adopting for industrial applications.
However, there is no reason to follow it in the longer term.

Indeed, biological competence cannot be formulated as laws of na-
ture in the same way as has been the case for laws of gravity. We should
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bear in mind that competence takes these natural laws into account.
There must be several more or less general principles that biological
systems use towards learning or applying competence. What at a first
glance is recognized as a set of heuristics will be ordered with respect
to its common roots. While as a matter of basic research these princi-
ples have to be identified, over the long term it is hoped that we will
be able to follow the engineering approach. This need of identifica-
tion requires observation of natural systems using, for example, ethol-
ogy, psychophysics and neural sciences, and the redefining of already
known classes of problems.

From a system theoretical point of view, behavior-based systems are
autonomous systems. They are open systems with respect to their envi-
ronment, nonlinear systems with respect to the situation dependence of
their responses to sensory stimuli, and dynamic systems with respect
to their ability to activate different behaviors. In traditional engineer-
ing, the aggregation of a system with its environment would result in a
closed system. As the mutual influences between the environment and
the original system are finite ones with respect to a certain behavior,
this kind of conception seems to make sense. We call this approach the
top-down design principle. The observation of an interesting behavior
leads to modeling and finally to the construction and/or implementa-
tion of the desired function. However, this mechanistic view of behav-
ior has to be assigned to the computational theory of mind with all the
mentioned problems. Instead, we indeed have to consider the system
as an open one.

10.2.4 Bottom-up approach of design

In order to make sure that the behavior will gain attractor properties,
the designer has to be concerned that the system can find the attractor
basin by self-organization. The system has to sample stochastically the
space of its relations to the environment, thus to find out the regulari-
ties of perception and action and to respond to these by self-tuning of
its parameters. This is learning by experience and the design principle
is bottom-up directed.

The bottom-up design of behavior-based systems requires the de-
signer to invert the description perspective with respect to behavior to
the synthesizing perspective with respect to the perception-action cy-
cle. Instead of programming a behavior, learning of competence has
to be organized. The resulting behavior can act in the world instead
of merely a model of it. Yet correctness that can be proved will be
replaced by observable success.

A pure bottom-up strategy of design will make no sense. We know
that natural systems extensively use knowledge or biasing as genetic
information, instincts, or in some other construct. Both learning para-
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digms and the necessary quantity and quality of biasing are actual fields
of research in neural computation. For instance, reinforcement learn-
ing of sonar-based navigation of a mobile robot can be accelerated by
a factor of a thousand by partitioning the whole task into situation
dependent subtasks and training them separately. Another approach
with comparable effect will be gained by delegation of some basic be-
haviors to programmed instincts. The division between preattentive
visual tasks and attentive visual tasks or the preprocessing of visual
data using operations comparable to simple cells in the primary visual
cortex plays a comparable role in the learning of visual recognition.

Thus, to follow the behavior-based paradigm of system design re-
quires finding good learning strategies not only from ontogenesis of
biological systems but also from phylogenesis. The latter one can be
considered as responsible for guaranteeing good beginning conditions
for individual learning of competence. Without the need of explicit rep-
resentation such kind of knowledge should be used by the designer of
artificial behavior-based systems.

The bottom-up design principle is not only related to the learning of
regularities from seemingly unrelated phenomena of the environment.
It should also be interpreted with respect to the mutual dependence
of the tasks. Oculomotor behaviors like visual attention, foveation and
tracking are basic ones with respect to visual behaviors as estimation
of spatial depth and this again may be basic with respect to visual navi-
gation. Because of the forementioned reduction of learning complexity
by partitioning a certain task, a bootstrap strategy of design will be
the preferential one. Such stepwise extension of competences will not
result in quantitatively linear scaling of capabilities. But from the inter-
acting and competing competences qualitatively new competences can
emerge, which are more than the union of the basic ones. From this
nonlinear scaling of capabilities it follows that the design of behavior-
based systems cannot be a completely determined process.

10.2.5 Grounding of meaning of equivalence classes

In KBS design we know the problem of the missing grounding of mean-
ing of categories. In BBS design this problem becomes obsolete as
the so-called signal-symbol gap vanishes. Categories belong to the
metaphor of the computational theory of mind. They are only nec-
essary with respect to modeling, reasoning, and using language for
communication. Most biological systems organize their life on a pre-
categorical level using equivalence classes with respect to the environ-
ment and the self. Equivalence classes are those entities that stand
for the gained inner order as a result of learning. Their meaning is
therefore grounded in the experience made while trying to follow the
purpose. In contrast to classical definitions of equivalence classes they
have to be multiply supported. This is an immediate consequence of
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the intertwined structure of the perception-action cycle. If we distin-
guish between equivalence classes for perception and action, we mean
that they are useful with respect to these tasks [7]. This does not mean
that they are trained either by perception or action in separation. In-
stead, their development out of random events is always rooted in both
multiple sensory clues using actoric verification. Actoric verification
means using actions to get useful sensory data. This mutual support
of equivalence classes by perception and action has to be considered in
the design of special systems for computer vision or visual robotics [8].
A visual navigating system does not need to represent the equivalence
classes of all objects the system may meet on its way but useful rela-
tions to any objects as equivalence classes of sensorimotorics. We will
come back to this point in Sections 10.2.6 and 10.3.2. The grounding
of meaning in physical experience corresponds to the construction or
selection of the semantic aspect of information. The pragmatic aspect
of information is strongly related to the purpose of activity. The syn-
tactic aspect of the information is based on sensorics and perception.
Cutting of the perception-action cycle into perception and action as
separated activities thus will result in the loss of one or another aspect
of the forementioned trinity.

10.2.6 General principles of behavior-based system design

We have identified so far the two most important principles of BBS
design: the knowledge biased bottom-up approach and the multiple
support of equivalence classes. Here we will proceed to identify some
additional general principles of design from which we will draw some
conclusions for the adequate algebraic embedding of the PAC.

Minimal effort and purposive opportunism are two additionally im-
portant features of behavior. These result from the limited resources of
the system, the inherent real-time problem of the PAC, and the situative
embedding of purposively driven behavior. From these two features we
can formulate the following required properties of behavior :

1. fast: with respect to the time scale of the PAC in relation to that of
the events in the environment;

2. flexible: with respect to changes of the environment in relation to
the purpose;

3. complete: with respect to the minimal effort to be purposive;

4. unambiguous: with respect to the internalized purpose; and

5. selective: with respect to purposive activation of alternative behav-
iors.

These need result in challenging functional architectures of behav-
ior-based systems. The realization of useful strategies has to complete
more traditional schemes as pattern recognition or control of motion.
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Thus, the cyclic scheme of the PAC will project also to the internal
processes of purposive information control. This has been shown by
the author [9] with respect to the design of a visual architecture.

As a further consequence there is a need of equivalence classes of
graduated completeness. It may be necessary and sufficient to use only
rough versions of equivalence classes for motion or recognition. This
requires their definition as approximations and their use in a scheme of
progression. Ambiguity need not be resolved at all steps but has to van-
ish at the very end of processing. Besides, if there are other useful ways
or hints that result in unambiguous behaviors the importance of a sin-
gle one will be relative. Simultaneously the principle of consensus [10]
should be used. Such representations of equivalence classes have to
be sliced within the abstraction levels of equivalence classes while tra-
ditional schemes only support slicing between abstraction levels. The
basis functions of steerable filter design [11] in early vision represent
such a useful principle. Another example would be the eigenvalue de-
composition of patterns [12] and motion [13].

This quantitative scaling of completeness has to be supplemented
by a scheme of qualitative completeness of equivalence classes. The
most intuitive example for this is given by the task of visual navigation
[14]. In this respect only in certain situations will it be necessary to com-
pute a Euclidean reconstruction of 3-D objects. In standard situations
there is no need to recognize objects. Rather, holding some dynami-
cally stable relations to conjectured obstacles will be the dominant task.
For this task of minimal effort a so-called scaled relative nearness [15]
may be sufficient, which represents depth order as qualitative measure
for a gaze fixating and moving uncalibrated stereo camera [16].

Here the oculomotor behavior of gaze fixation is essential for get-
ting depth order. Looking at a point at infinity does not supply such a
clue. The general frame of switching between metric , affine or projec-
tive representations of space was proposed by Faugeras [17].

Generally speaking, in behavior-based systems recognition will dom-
inate reconstruction. But in highly trained behaviors even recognition
can be omitted. Instead, blind execution of actions will be supported
by the multiple-based equivalence classes. This means that, for exam-
ple, visually tuned motor actions will not need visual feedback in the
trained state. In that state the sequence of motor signals permits the
execution of motions in a well-known environment using the principle
of trust with respect to the stability of the conditions.

There are other diverse general principles that are used by natural
systems and should be used for BBS design but must be omitted here
due to limited space.
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10.3 Algebraic frames of higher-order entities

10.3.1 Perception, action and geometry

In this section we want to examine some essential features of percep-
tion and action to conclude hereof a mathematical framework for their
embedding in the next sections. In Section 10.2.5 we learned from the
tight coupling of both behavioral entities the need for common support
of equivalence classes. Here we want to emphasize the equivalence of
perception and action with respect to their aims from a geometrical
point of view. In this respect we implicitly mean visual perception.
Mastering geometry indeed is an essential part of both perception and
action, see [18] or the following citations:

Koenderink [19]: “The brain is a geometry engine.”
Pellionisz and Llinas [20]: “The brain is for (geometrical) representa-
tion of the external world.”
von der Malsburg [21]: “The capabilities of our visual system can only
be explained on the basis of its power of creating representations for
objects that somehow are isomorphic to their real structure (whatever
this is).”

The representation problem, as indicated by the citations, will be of
central importance in this section. A system, embedded in Euclidean
space and time, is seeking to perceive structures or patterns of high reg-
ularity, and is seeking to draw such patterns by egomotion. The equiv-
alence classes of a competent system correspond to smooth manifolds
of low local intrinsic dimension [12]. While some patterns of motion are
globally 1-D structures (as gestures), others (such as facial expressions)
are globally 2-D structures but often can be locally interpreted as 1-D
structures.

Both perceptual and motor generated patterns are of high symme-
try . In at least one dimension they represent a certain conception of
invariance as long as no event (in case of action) or no boundary (in
case of perception) causes the need to switch to another principle of
invariance. On the other hand, completely uncorrelated patterns have
an infinite or at least large intrinsic dimension. The smooth manifolds
of the trained state emerge from initially uncorrelated data as a result
of learning.

We introduced the equivalence classes as manifolds to correspond
with the bottom-up approach of statistical analysis of data from RN ,
as is the usual way of neural computation. Within such an approach
the equivalence classes can be interpreted as (curved) subspaces RM ,
M < N, which constitute point aggregations of RN . This approach is
useful from a computational point of view and indeed the paradigm
of artificial neural nets has been proven to learn such manifolds in a
topology preserving manner (see, e.g., Bruske and Sommer [22]).
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Yet such a distributed representation of equivalence classes is inef-
ficient with respect to operations, as comparison, decision finding, or
planning. Therefore, equivalence classes have to be represented addi-
tionally as compact geometric entities on a higher level of abstraction.
For instance, searching for a chair necessitates representing a chair it-
self. Although we do not know the best way of representation yet, in the
following sections we will develop an approach to represent so-called
higher order geometric entities as directed numbers of an algebra. In
the language of neural computation these may be understood as the
activation of a grandmother neuron. In Section 10.4.2 we will discuss
such representations in an algebraically extended multilayer percep-
tron.

10.3.2 Behavioral modulation of geometric percepts

Animals have to care for globally spatiotemporal phenomena in their
environment. They use as behavior-based systems both gaze control
and oculomotor behaviors to reduce the complexity of both vision and
action [7, 8]. In this context, vision and action are related in two com-
plementary senses:

1. vision for action : similar visual patterns cause similar motor ac-
tions; and

2. action for vision : similar motor actions cause similar visual pat-
terns.

This implicitly expresses the need to understand vision as a serial
process in the same manner as action. Global percepts result from a
quasi-continuous sequence of local percepts. These are the result of
attentive vision, which necessarily uses fixation as an oculomotor be-
havior. Fixation isolates a point in space whose meaning with respect
to its environment will be evaluated [23]. Although signal theory sup-
plies a rich toolbox, a complete local structure representation can only
be provided by the algebraic embedding of the task, which will be pre-
sented in Section 10.4.1.

Tracking as another gaze control behavior is useful to transform
temporal patterns of moving objects into a stationary state. Conversely
a dynamic perception of nonmoving objects results from egomotion of
the head. The control of the eyes’ gaze direction, especially with respect
to the intrinsic time scale of the PAC, is a demanding task if the head
and body are able to move. Kinematics using higher-order entities, see
Section 10.3.9, will also be important with respect to fast navigation in
the presence of obstacles. It will be necessary to plan egomotion on
the basis of visual percepts while considering the body as a constraint.
That problem of trajectory planning is well known as the “piano mover
problem.” This means that not only distances between points but also
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between any entities such as points, lines or planes are of importance. In
this respect, an alternative to the forementioned sequential process of
attentive vision will gain importance. Indeed, attentive vision is accom-
panied by a fast parallel recognition scheme called preattentive vision.
In preattentive vision the percepts of internalized concepts of certain
regular patterns (also higher-order entities) pop out and cause a shift
of attention. All visual percepts origin from retinal sensory stimuli,
which are projections from the 3-D environment and have to be inter-
preted accordingly. The proposed algebraic frame will turn out to be
intuitively useful with respect to projective reconstruction and recog-
nition. As outlined in Section 10.2.6, oculomotor behaviors are used
for fast switching between the projective, affine or similarity group of
the stratified Euclidean space. In section Section 10.3.9 we will show
how to support these group actions and those of rigid movements just
by switching the signature of the algebra.

10.3.3 Roots of geometric algebra

We have argued in Section 10.3.1 from the position of minimal effort
that to hold a PAC running one needs higher-order geometric enti-
ties. Besides, we indicated the problems of locally recognizing multi-
dimensional signals, and the problems of locally organizing chained
movements in space, respectively. All three problems have a common
root in the limited representation capability of linear vector spaces,
respectively, of linear vector algebra. Although there are available in
engineering and physics more powerful algebraic languages, such as
Ricci’s tensor algebra [24] or Grassmann’s exterior algebra [25], their
use is still limited in the disciplines contributing to the design of arti-
ficial PAC (see for instance [26, 27]) for the application of tensor cal-
culus for multi-dimensional image interpretation, or [28] with respect
to applications of exterior calculus to computer vision. We decided
on geometric algebra or GA [2, 29] because of its universal nature and
its intuitive geometric interpretation. The main bulk of this algebra
rests on Clifford algebra [1] (see [30] for a modern introduction). Yet
it covers also vector algebra, tensor algebra, spinor algebra, and Lie
algebra. In a natural way it includes the algebra of complex numbers
[31] and that of quaternionic numbers (or quaternions) [32]. The use-
ful aspect of its universality is its capability of supporting quantitative,
qualitative and operational aspects in a homogeneous frame. There-
fore, all disciplines contributing to PAC, for example, computer vision,
multidimensional signal theory , robotics, and neural computing can be
treated in one algebraic language. Of course, the existing isomorphism
between the algebras enables the decision for one or another. But often
such decisions are costly. Such costs include redundancy, coordinate
dependence, nonlinearity, or incompatible system architecture. The GA
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is most commonly used in physics, although some related conceptions
as screw theory of kinematics can also be found in robotics [33, 34].
The first attempts on the study of behavior control were published by
Tweed et al. [35] and Hestenes [36, 37].

10.3.4 From vector spaces to multivector spaces

A geometric algebra Gn is a linear space of dimension 2n, which results
from a vector space Vn of dimension n by endowing it with a new type
of product called geometric product. The entities A of Gn are called
multivectors

A =
n∑
k=0

Ak (10.1)

where Ak = 〈A〉k, k ≤ n are homogeneous multivectors of grade k or
simply k-vectors. The GA is a linear and associative algebra with re-
spect to addition and multiplication, endowed with additive and multi-
plicative identities, algebraically closed and commutative with respect
to addition but not with respect to multiplication [2]. Instead, for any
A,B ∈ Gn the product AB is rather complicated related to BA. The
product of any two homogeneous multivectors Ar , Bs , r + s ≤ n, re-
sults in an inhomogeneous multivector C ∈ Gn consisting of a set of
different grade homogeneous multivectors.

C = ArBs = 〈ArBs〉|r−s| + 〈ArBs〉|r−s|+2 + · · · + 〈ArBs〉r+s (10.2)

This equation offers the desired property of the algebra that the prod-
uct of two entities results in a set of other entities of different grade.
This can be best understood if we consider the lowest grades k-vectors.
They correspond to the following nomenclature: k = 0 : scalars, k = 1 :
vectors, k = 2 : bivectors, ... .

We start with vectors a, b ∈ Vn. They will remain the same in Gn
because for any vector a we will have A1=〈A〉1=a. Therefore, we will
symbolize also in GA a 1-vector as a vector of Vn. Vectors follow the
geometric product

C = ab = a ·b+a∧b (10.3)

with the inner product

C0 = 〈ab〉0 = a ·b = 1
2
(ab+ba) (10.4)

and the outer product

C2 = 〈ab〉2 = a∧b = 1
2
(ab−ba) (10.5)
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so that C is a mixture of a scalar and a bivector. Therefore, in Eq. (10.2)
the term 〈ArBs〉|r−s| = Ar ·Bs stands for a pure inner product and the
term 〈ArBs〉r+s =Ar ∧ Bs stands for a pure outer product component.
If in Eq. (10.3) a∧b = 0, then

ab = a ·b = b ·a = ba (10.6)

and, otherwise if a ·b = 0, then

ab = a∧b = −b∧a = −ba (10.7)

Hence, from Eq. (10.6) and Eq. (10.7) follows that collinearity of vectors
results in commutativity and orthogonality of vectors results in anti-
commutativity of their geometric product. These properties are also
valid for all multivectors.

The expansion of a GA Gn for a given vector space Vn offers a rich
hierarchy of structures, which are related to the subspace conception
of the algebra. From the vector space Vn that is spanned by n linear
independent vectors ai = aiei, ei unit basis vector, results one unique
maximum grade multivector An=〈A〉n that factorizes according

An =
n∏
k=1

ak (10.8)

On each other grade k any k linear independent vectors ai1 , ...,aik will
factorize a special homogeneous k-vector, which is called k-blade Bk
thus

Bk =
k∏
j=1

aj (10.9)

There are l = (nk ) linear independent k-blades Bk1 , ...,Bkl that span the
linear subspace Gk of all k-vectors Ak ∈ Gn, so that all Ak, k = 1, ...,n,
with

Ak =
l∑
j=1

Bkj (10.10)

finally complete with any A0 the inhomogeneous multivector A of the
algebraGn(A), following Eq. (10.1). Hence, each k-blade Bk corresponds
to a vector subspace Vk= 〈Gn(Bk)〉1, consisting of all vectors a ∈ Vn
that meet the collinearity condition

a∧ Bk = 0 (10.11)
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From this it follows that, as with the vector a and the k-blades Bk,
respectively, the vector subspaces Vk = 〈Gn(Bk)〉1 have a unique di-
rection. Therefore, k-vectors are also called directed numbers. The
direction of Bk is a unit k-blade

Ik = ei1 ∧ ei2 ∧ · · · ∧ eik (10.12)

so that Bk=λkIk, λk ∈ R, respectively λk ∈ A0 and eij ∈ 〈Gn(Ik)〉1. Of
course, the same factorization as Eq. (10.9) is valid for k = n. The only
n-blade P ≡ Bn is called pseudoscalar . Its direction is given by the unit
pseudoscalar I that squares to

I2 = ±1 (10.13)

Finally, a remarkable property of any Gn should be considered. Each
subset of all even grade multivectors constitutes an even subalgebra
G+n of Gn so that the linear space spanned by Gn can be expressed as
the sum of two other linear spaces

Gn = G−n + G+n (10.14)

Because G−n is not closed with respect to multiplication, it does not
represent a subalgebra.

10.3.5 Properties of multivector spaces

In this subsection we want to present some basic properties of a GA as a
representation frame that demonstrate both its superiority in compar-
ison to vector algebra and its compatibility with some other algebraic
extensions.

A multivector A has not only a direction but also a magnitude |A|,
defined by

|A|2 = 〈ÃA〉0 ≥ 0 (10.15)

where |A| = 0 only in case of A = 0 and Ã is the reversed version of A,
which results from the reversed ordering of the vectorial factors of the
blades. Because these behave as

|Bk|2 = |a1 · · ·ak|2 = |a1|2 · · · |ak|2 ≥ 0 (10.16)

we get

|A|2 = |〈A〉0|2 + |〈A〉1|2 + · · · + |〈A〉n|2 (10.17)

The magnitude has the properties of a norm of Gn(A) yet has to be
specified, if necessary, by endowing the algebra with a signature, see
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for example, Section 10.3.8. A geometrical interpretation can be asso-
ciated with a k-blade. It corresponds with a directed k-dimensional hy-
pervolume ofGk(A), whose magnitude is given by Eq. (10.15) and whose
k-dimensional direction is given by Eq. (10.12). The inner product of
multivectors expresses a degree of similarity, while the outer product
expresses a degree of dissimilarity. The great power of the geomet-
ric product results from simultaneously holding both. In other words,
the closeness of the GA with respect to the geometric product results
from the properties of the pseudoscalar P that uniquely determines
the properties of the vector space Vn. Because the unit pseudoscalar I
factorizes with respect to a chosen unit k-blade Ik such that

IkIn−k = I (10.18)

any Gn relates two mutual orthogonal vector subspaces Vk=G1(Ik) and
Vn−k=G1(In−k). This results in the definition of a dual k-vector

A∗
n−k = AkI−1 = Ak · I−1 (10.19)

because II−1=1. Thus, the duality operation [38] changes the multivec-
tor basis and enables us to consider any entity from its dual aspect. For
given Ar and Bs the duality of their inner and outer products becomes
obvious

Ar · B∗s = (Ar ∧ Bs)∗ (10.20)

Because in case of r + s=n it follows

P = λI = Ar ∧ Bs (10.21)

also the scalar λ can be interpreted as the dual of the pseudoscalar P ,

λ = [P] = PI−1 = (Ar ∧ Bs)I−1 = Ar · B∗s (10.22)

In Grassmann algebra [25, 28] the extra operator bracket [.], is in-
troduced to define exteriors (or extensors) as the subspaces of the
algebra. While exteriors are in one-to-one relation to k-vectors, and
while Eq. (10.9) corresponds to Grassmann’s progressive product , the
bracket replaces the missing inner product in Grassmann algebra (see
Eq. (10.22)) but is not an operation of the algebra. Furthermore, because

[P] = [a1a2...an] = det(Vn) (10.23)

the scalar λ may be considered as a definition of the determinant of
the vector coordinates {ai, i= 1, ...,n} in Vn. In contrast to this coor-
dinate dependence of the determinant, λmay be computed completely
coordinate independent from multivectors as higher-order entities.

In Section 10.3.8 we will show that k-vectors correspond to tensors
of rank k. If the values of tensors are inhomogeneous multivectors,
conventional tensor analysis can be considerably enriched within GA
(see e.g., Hestenes and Sobczyk [2]).
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10.3.6 Functions, linear transformations and mappings

The aim of this subsection is to introduce some fundamental aspects
of GA that are of immediate importance in the frame of PAC design.
The first one is the exponential function of a multivector A ∈ Gn as a
mapping exp(A) : Gn -→ Gn, algebraically defined by

exp(A) ≡
∞∑
i=0

Ai

i!
(10.24)

The known relation

exp(A)exp(B) = exp(A+ B) = exp(C) (10.25)

is only valid in case of collinearity of A and B, else C ≠ A + B. The
invalidity of Eq. (10.25) in the algebraic embedding of the N-D Fourier
transform will be surmounted in Section 10.4.1. Equation (10.24) can
be expressed by the even and odd parts of the exponential series

exp(A) = cosh(A)+ sinh(A) (10.26)

Alternatively, if I is a unit pseudoscalar with I2 = −1 and, if A is another
multivector which is collinear to I, then

exp(IA) = cos(A)+ I sin(A) (10.27)

Because of Eq. (10.19) or, equivalently AkI = A∗
n−k, Eq. (10.27) can be

read with respect to a dual multivector exponential.

a) k = 3 : A3 = A0I, A0 ∈ 〈G3(A)〉0
exp(A3) = cos(A0)+ I sin(A0)

b) k = 2 : A2 = A1I, A1 = A0e,A0 = |A1|
exp(A2) = cos(A1)+ I sin(A1)
exp(A2) = cos(A0)+ Ie sin(A0)

c) k = 1 : A1 = A2I, A1 = A0e, A0 = |A1|
exp(A1) = cosh(A0)+ e sinh(A0)

d) k = 0 : A0 = A3I
exp(A0) = cosh(A0)+ sinh(A0)

The second point to be considered is the behavior of linear transfor-
mations L on a vector space Vn with respect to the algebraic embedding
into Gn. The extended version L of the linear transformation L is yet a
linear one in Gn and distributive with respect to the outer product.

L(A∧ B) = (LA)∧ (LB) (10.28)

Because of the preserving property with respect to the outer product,
this behavior of a linear transformation is called outermorphism [39].
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The inner product will not be generally preserved. For any k-blade Bk
we have

LBk = (La1)∧ (La2)∧ ...∧ (Lak) (10.29)

and for any multivector A it will be grade-preserving, thus

L(〈A〉k) = 〈LA〉k (10.30)

Now, the mapping of oriented multivector spaces of different maximum
grade will be outlined (which is called projective split by Hestenes [39]).
This is much more than the subspace philosophy of vector algebra.
Although it could be successfully applied with respect to projective ge-
ometry and kinematics (see Section 10.3.9), its great potential has not
been widely recognized yet. Given a vector space Vn and another Vn+1

and their respective geometric algebras Gn and Gn+1, then any vector
X ∈ 〈Gn+1〉1 can be related to a corresponding vector x ∈ Vn with
respect to a further unit vector e ∈ Vn+1,e2 = 1, by

Xe = X · e(1+x) (10.31)

or

x = X∧ e
X · e (10.32)

Thus, the introduction of the reference vector e resembles the rep-
resentation of x by homogeneous coordinates in Gn+1, and it includes
this important methodology. Yet it goes beyond and can be used to lin-
earize nonlinear transformations and to relate projective, affine, and
metric geometry in a consistent manner. Besides, Hestenes [39] intro-
duced the so-called conformal split to relate Gn and Gn+2 via a unit
2-blade.

10.3.7 Qualitative operations with multivectors

So far we have interpreted the inner and outer products as quantitative
operations. We also have seen that both the duality operation and the
projective split are qualitative operations. While the first one realizes
a mapping of multivector subspaces with respect to a complementary
basis, the second one relates multivector spaces which differ in dimen-
sion by one.

With the interesting properties of raising and lowering the grade
of multivectors, the outer and inner products also possess qualitative
aspects. This is the reason why in geometric algebra higher-order (geo-
metric or kinematic) entities can be simply constructed and their rela-
tions can be analyzed, in sharp contrast to vector algebra. Because we
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so far do not need any metrics of the algebra, the set algebraic aspects
of vector spaces should be related to those of the GA. The union (∪)
and intersection (∩) of blades, respectively, their vector subspaces (see
Eq. (10.11)), goes beyond their meaning in vector algebra. An equation
such as

〈Gn(A∧ B)〉1 = 〈Gn(A)〉1 ∪ 〈Gn(B)〉1 (10.33)

where A,B are blades, has to be interpreted as an oriented union of
oriented vector subspaces [2]. With respect to the basic operations of
the incidence algebra, that means the meet and the join operations, the
extended view of GA will be best demonstrated. The join of two blades
of grade r and s

C = A
∧

B (10.34)

is their common dividend of lowest grade. If A and B are linear inde-
pendent blades, the join and the outer product are operations of the
same effect, thus C is of grade r+s. Otherwise, if A∧B = 0, the join rep-
resents the spanned subspace. The meet , on the other hand, C = A

∨
B,

is indirectly defined with respect to the join of both blades by

C∗ = (A
∨

B)∗ = A∗∧B∗ (10.35)

It represents the common factor of A and B with greatest grade. In case
of r + s = n the meet is of grade |r − s| and will be expressed by

C = A∗ · B (10.36)

Because the Grassmann algebra is based on both the progressive prod-
uct and the regressive product of the incidence algebra, it does not
surprise that both GA and Grassmann algebra are useful for projec-
tive geometry , although the projective split and the duality principle
of GA enable a more intuitive geometric view and help enormously in
algebraic manipulations.

10.3.8 Geometric algebra of the Euclidean space

In this subsection we will consider the GAs of the Euclidean space E3

and of the Euclidean plane E2.
From now on we have to consider metric GAs because their vector

spaces are metrical ones. A vector space Vn should be endowed with
a signature (p,q, r) with p + q + r = n, so that Gp,q,r indicates the
number of basis vectors ei, i = 1, ...,n that square in the following way

e2
ij =


1 if j ∈ {1, ..., p}
−1 if j ∈ {p + 1, ..., p + q}

0 if j ∈ {p + q + 1, ..., p + q + r}
(10.37)
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We call an algebra with r 6= 0 a degenerated algebra because those basis
vectors with e2

ij = 0 do not contribute to a scalar product of the vector

space. This results in a constraint of viewing the vector space on a
submanifold. In case of r = 0 we omit this component and will write
Gp,q. Furthermore, if additionally q = 0, the vector space will have a
Euclidean metric .

For a given dimension n of a vector space Vn there are GAs that are
algebraically isomorphic (but not geometrically equivalent), for exam-
ple, G1,1 and G2,0, while others are not isomorphic (as G0,2 to the other
two). In any case, the partitioning Vn = Vp ∪ Vq ∪ Vr will result in the
more or less useful properties of the corresponding algebra Gp,q,r . We
will consider a constructive approach of GAs resulting from the projec-
tive split Eq. (10.31) and the separation of an algebraic space into an
even and an odd linear subspace following Eq. (10.14). While G−p,q con-
tains the original vector space by Vn = 〈Gp,q〉1, there exists an algebra
isomorphism with respect to G+p,q [39]

Gp′,q′ = G+p,q (10.38)

The projective split results for a given unit 1-blade e in p′ = q, q′ =p−1
in case of e2 ≥ 0, respectively, p′ = p, q′ = q − 1 for e2 ≤ 0. We will
discuss some basic results for E3 = R3 and will consider G3,0:

Example 10.1: Geometric Algebra of the Euclidean Space

dim (G3,0) = 8 (1 scalar, 3 vectors, 3 bivectors, 1 pseu-
doscalar)
basis (G3,0) : {1, e1, e2, e3, e23, e31, e12, e123 ≡ I}
e2

1 = e2
2 = e2

3 = 1, e2
23 = e2

31 = e2
12 = −1, e2

123 = I2 = −1
G+3,0 ' IH
dim (G+3,0) = 4
basis (G+3,0) : {1 , e23, e31, e12}

Here eij = eiej = ei ∧ ej and e123 = e1e2e3. Application of the
duality principle Eq. (10.18) results in e23 = Ie1 ≡ -i, e31 = Ie2 ≡ j, and
e12 = Ie3 ≡ k. This 4-D linear space is algebraically isomorphic to the
quaternion algebra, thus G+3,0 ≡ IH.

While quaternions are restricted to R3, the same principle applied
to R2 will result in an algebraic isomorphism to complex numbers C.

Example 10.2: Geometric Algebra of the Euclidean Plane

dim (G2,0) = 4 (1 scalar, 2 vectors, 1 pseudoscalar)
basis (G2,0) : {1,e1,e2,e12 ≡ I}
e2

1 = e2
2 = 1, e2

12 = I2 = −1
G+2,0 ' C
dim (G+2,0) = 2
basis (G+2,0) : {1,e12}
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Here the imaginary unit i is either a bivector e12 or a pseudoscalar
I. While in the first case it represents the unit of the directed area em-
bedded in R2, it indicates in the second case that the unit pseudoscalar
is orthogonal to the unit scalar. Thus, any x ∈ R2, x = x1e1 + x2e2,
may also be represented as complex number S ∈ C,S = x1 + x2i. If i is
interpreted as a bivector, the term S will also be called spinor .

Any bivector B ∈ G3,0 , B = a ∧ c, may either be represented with
respect to the bivector basis

B = B23e23 + B31e31 + B12e12 (10.39)

as the pure quaternion or vector quaternion

B = B23i+ B31j + B12k (10.40)

or as the dual vector

B = Ib = I(b1e1 + b2e2 + b3e3) (10.41)

with b1=B23, b2=B31 , b3=B12. The bivector coordinates

Bij = (a∧ c)ij = aicj −ajci (10.42)

represent an antisymmetric tensor of rank two. Because b = B∗ is
orthogonal to B, it corresponds to the vector cross product in G3,0

b = a× c = −I(a∧ c) (10.43)

which is defined in R3.

10.3.9 Projective and kinematic spaces in geometric algebra

Here we will consider non-Euclidean deformations of the space E3, which
are useful to transform nonlinear problems to linear ones. This can be
done by an algebraic embedding of E3 in an extended vector space R4.
In case of the projective geometry the result will be the linearization of
projective transformations, and in case of the kinematics the lineariza-
tion of the translation operation.

If we consider a 3-D projective space P3, it may be extended to a 4-D
space R4 using the projective split with respect to a unit 1-blade e4,
e2

4=1. Thus, G1,3 is the GA of the 3-D projective space. Its properties
are

Example 10.3: Geometric Algebra of the Projective Space

dim (G1,3) = 16 (1 scalar, 4 vectors, 6 bivectors, 4 trivectors,
1 pseudoscalar)
basis G1,3 : {1, ek, e23, e31, e12, e41, e42, e43, Iek, e1234 = I;
k = 1,2,3,4}
e2
j = −1, j = 1,2,3, e2

4 = 1, e2
1234 = I2 = −1



242 10 The Global Algebraic Frame of the Perception-Action Cycle

This formulation leads to a Minkowski metric of the space R4 [40].
The projective split with respect to the homogeneous coordinate vector
e4 relates the entities of R4 to their representations in E3 such that any
x ∈ E3 can be represented by any X ∈ R4 by

x = X∧ e4

X4
(10.44)

The coordinate e4 corresponds to the direction of the projection [38].

Finally, we will consider the extension of the Euclidean space E3

to a 4-D kinematic space R4 using the projective split with even the
same unit 1-blade e4, but e2

4 = 0. Thus, G3,0,1 will have the following
properties:

Example 10.4: Geometric Algebra of the Kinematic Space

dim (G3,0,1) = 16 (1 scalar, 4 vectors, 6 bivectors, 4 trivec-
tors, 1 pseudoscalar)
basis (G3,0,1) : {1, ek, e23, e31, e12, e41, e42, e43, Iek, e1234 = I;
k = 1,2,3,4}
e2
j = 1, j=1,2,3 , e2

4 = 0, e2
1234 = I2 = 0

G+3,0,1 ' IH+ IIH
dim (G+3,0,1) = 8
basis (G+3,0,1) : {1,e23, e31, e12, e41, e42, e43, e1234 = I}

It can be recognized that the bivector basis of G+3,0,1 has to be di-
vided into two groups {e23,e31,e12} and {e41,e42,e43} with respect to a
duality operation. From this it results that the basis can be built by two
sets of quaternions, the one dual to the other. The synthesized algebra
is isomorphic to the algebra of dual quaternions ÎH [31, 41]

G+3,0,1 ' IH+ IIH ≡ ÎH (10.45)

with I2 = 0.
This algebra is of fundamental importance for handling rigid dis-

placements in 3-D space as linear transformations [32, 33, 34]. This
intuitively follows from the property of a unit quaternion coding gen-
eral 3-D rotation of a point, represented by a vector, around another
point as center of rotation. Instead, in G+3,0,1 there are two lines, related
by a rigid displacement in space. Thus, the basic assumption in the
presented extension of G+3,0 to G+3,0,1 is to use the representation of the
3-D space by lines instead of points [38, 42]. The resulting geometry is
therefore called line geometry , respectively, screw geometry . The last
term results from the fact that the axis of a screw displacement will
be an invariant of rigid displacements in G+3,0,1, just as the point that
represents the center of a general rotation will be the invariant of this
operation in G+3,0.
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10.3.10 Geometric entities in geometric algebra

We will express basicgeometric entities in the algebraic languages of the
Euclidean, projective and kinematic spaces, respectively. Geometric
entities are points, lines, and planes as the basic units or irreducible
invariants of yet higher-order agglomerates. The goal will not be to
construct a world of polyhedrons. But the mentioned entities are useful
for modeling local processes of perception and action, Section 10.3.1,
because of the low dimensionality of the local state space.

In the following we will denote points, lines, and planes by the sym-
bols X, L , and E, respectively, if we mean the entities, which we want
to express in any GA.

First, to open the door of an analytic geometry (see, e.g., Hestenes
[29, chapter 2-6.]), we will look at the entities of G3,0. In this algebra
the identity

X = x (10.46)

X ∈ 〈G3,0〉1,x ∈ E3 is valid. The point conception is the basic one and
all other entities are aggregates of points. Thus,

x ∧ I = 0 (10.47)

implicitly defines E3 by the unit pseudoscalar expressing its collinearity
with all x ∈ E3.

The same principle can be used to define a line l through the origin
by the nonparametric equation x∧ l = 0, therefore, l = λl̄ is the set {x}
of points belonging to the line, and

L = l (10.48)

tells us that all such lines are 1-blades L ∈ 〈G3,0〉1 of direction l̄ and
λ ∈ 〈G3,0〉0 now defines all points belonging to that subspace.

A more general definition of directed lines, not passing the origin,
is based on Hesse’s normal form. In this case the line is an inhomoge-
neous multivector, consisting of the vector l and the bivector M

L = l +M = (1+ d)l (10.49)

Because Eq. (10.49) is in GA, we have a geometric product on the right
side. While the vector l is specifying the direction of the line, the bivec-
tor M = dl = d ∧ l specifies its moment . From the definition of the
moment we see that d is a vector orthogonal to l, directed from ori-
gin to the line. It is the minimal directed distance of the line from the
origin. In the hyperplane spanned by M will also lie the normal vector
of the line l−1, so that d = Ml−1 = M · l−1. Besides, we recognize that
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both l and M or l and d are invariants of the subspace line. From this
it follows that all points x ∈ L will parametrically define the line by
x = (M+ λ)l−1.

With the same model of Hesse’s normal form we can express the
plane E by the 2-blade direction P and the moment M = dP = d∧P,
M ∈ 〈G3,0〉3,

E = P+M = (1+ d)P (10.50)

Here again d =MP−1 =M·P−1 is the directed distance of the plane to the
origin and all points belonging to the subspace plane are constrained
by x = (M+ λ)P−1.

Second, we will demonstrate the incidence algebra of points, lines
and planes in projective geometry G1,3.

In G3,0 equations such as x ∧ l = 0 or x ∧ (l + M) = 0 specify
the incidence of any point x and line l, respectively, line L. In G1,3 the
operations joint and meet will result in the corresponding incidences.
Let X1,X2,X3 ∈ 〈G1,3〉1 be noncollinear points. Any X ∈ 〈G1,3〉1 will be
related withx ∈ R3 by the projective split . Following the join Eq. (10.34),
we construct a line L ∈ 〈G1,3〉2 by

L12 = X1

∧
X2 (10.51)

and a plane E ∈ 〈G1,3〉3 by

E123 = X1 ∧X2 ∧X3 (10.52)

Each point X on a line L results in X∧L = 0, and each point X on a plane
E results in X∧E = 0, thus L and E specify subspaces. The intersections
of entities result from the meet operation Eq. (10.36). If Xs is a point of
intersection of a plane E and a noncollinear line L we get, for example,

Xs = L
∨

E = σ1Y1 +σ2Y2 +σ3Y3 (10.53)

with E=Y1
∧

Y2
∧

Y3, L=X1
∧

X2, and σ1, σ2, σ3 ∈ 〈G1,3〉0 are the brackets
of pseudoscalars of each four points:

σ1 = [X1X2Y2Y3], σ2 = [X1X2Y3Y1], and σ3 = [X1X2Y1Y2]

The intersection of two noncollinear planes E1 = X1
∧

X2
∧

X3 and E2 =
Y1
∧

Y2
∧

Y3 will result in the intersection line

Ls = E1

∨
E2 = σ1(Y2

∧
Y3)+σ2(Y3

∧
Y1)+σ3(Y1

∧
Y2) (10.54)

with σ1 = [X1X2X3Y1], σ2 = [X1X2X3Y2] and σ3 = [X1X2X3Y3]. The
derivations have been omitted, see, for example, [43]. On the base of
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this incidence algebra the constraints resulting from two or three cam-
eras on a geometrically intuitive way can be developed [43].

Finally, we will summarize the representation of points, lines, and
planes as entities of the algebra of kinematics G+3,0,1, with respect to
their constituents in R3. We learned that in this case the Euclidean
space was modeled by the set of all possible lines. From this results
the importance of the bivector base of G+3,0,1. Besides, we identified
the dualities e41 = Ie23,e42 = Ie31,e43 = Ie12, which resulted in a
dual quaternion algebra. Thus, also the desired entities should have
dual quaternion structure Ẑ = Z + IZ∗ with Z,Z∗ ∈ IH and Ẑ ∈ ÎH,
Z = (Z1, Z2, Z3, Z4), Z∗ = (Z∗1 , Z∗2 , Z∗3 , Z∗4 ), so that Ẑi = Zi + IZ∗i are
dual numbers, from which Ẑ may be represented as 4-tuple of dual
numbers Ẑ = (Ẑ1, Ẑ2, Ẑ3, Ẑ4). The components i = 1,2,3 are from R3

and, therefore, are representing the vector part of a quaternion, i = 4
should indicate the scalar component of a quaternion. From this it fol-
lows that any X̂ ∈ G+3,0,1 should be constraint to the hyperplane X4 = 1,
even as the other entities L̂ and Ê.

A line L̂= X̂1∧X̂2, X14=X24=1, may be expressed by

L̂ = L + IL∗ (10.55)

I2 = 0, where the scalar components of L and L∗ are Plücker coordinates
of the line L̂ that also define the coordinate bivector of a plane through
the origin of R4. This plane is spanned by the moment M = dL that
intersects E3, defined as a hyperplane in R4, in the line L̂. Now, we can
identify L as the line direction, represented as an element of IH by

L = L23e23 + L31e31 + L12e12 (10.56)

and its dual part by the moment

L∗ =M = L41e23 + L42e31 + L43e12 (10.57)

thus

L̂ = L + IM (10.58)

For the representation of a point X in line geometry we choose two
points X̂1 = (0,0,0,1) and X̂2 = (X1, X2, X3,1). This results in

X̂ = 1+ IX (10.59)

where X is identified as the point X̂2 on the hyperplane X4 = 1.

Finally, let us consider a plane Ê as a tangential plane at a point X̂
that is collinear with the line and orthogonal to its moment . We get

Ê = P+ IM (10.60)
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where P is the 2-blade direction of Eq. (10.50) and IM = D determines
the 2-blade directed distance to the origin.
At this point we summarize that the considered entities assume dif-
ferent representations in dependence of the interesting aspects. By
switching the signature of the embedding algebra, the one or another
aspect comes into play. But if we consider the objects of interest in
computer vision as moving rigid bodies, projective and kinematics in-
terpretations have to be fused in a common algebraic approach. This
will be a matter of future research.

10.3.11 Operational entities in geometric algebra

Operational entities are geometric transformations that code the net
movements of any geometric entity. The simplest ones are reflection,
rotation, translation and scaling of points. A general principle to get the
complete set of primitive geometric operations in E3 is given by the Lie
group operations. This space of geometric transformations is of dimen-
sion 6. In the given context, first of all we are only interested in a subset
related to rotation and translation. If rigid point agglomerations are of
interest, or if the degrees of freedom increase because of increasing di-
mension of the space Rn, also these primitive operations will become
complicated, time consuming, or they will assume nonlinear behavior.
Because these operations mostly are of interest in combinations, the
question is if there are algebraic embeddings in which these combine
to new ones with own right to be considered as basic operations. An
example is rigid displacement . There has been considerable work in
robotics to reach low symbolic complexity for coding the movement of
complex configurations and simultaneously to reach low numeric com-
plexity [33, 44, 45, 46]. In the frame of PAC, in addition the fusion of
geometric models for geometric signal deformations and robot actions
becomes an important problem, for example, with respect to camera
calibration [47], pose estimation, or gesture tracking [48]. We call the
geometric transformations entities because they themselves are repre-
sented by multivectors in GA. Of course, their special form and their
properties depend strongly on the special algebraic embedding of the
problem.

First, we will consider G3,0, see Example 10.1, and G2,0, see Exam-
ple 10.2. Because of Eqs. (10.3) and (10.27), any two vectors a,b ∈ G2,0
result in an inhomogeneous multivector

C = ab = cosθ + I sinθ = exp(Iθ) (10.61)

where θ is the radian measure of the enclosed angle and the bivector
Θ = Iθ describes an angular relation between vectors a and b in the
plane. Indeed, Θ is a directed area, circularly enclosed between a and



10.3 Algebraic frames of higher-order entities 247

b, whose direction indicates a rotation from a to b. A rotation from b
to a would result in the reversed multivector

C̃ = ba = cosθ − I sinθ = exp(−Iθ) (10.62)

Any rotated vectors a and a′ are related by either a′ =a exp(Iθ) in case
of an orthogonal rotation or by a′ = exp( Iθ2 )a exp(− Iθ2 ) in case of a
general rotation. We write instead (see Hestenes [29])

a′ = RaR̃ (10.63)

and call

R = exp
(
Iθ
2

)
(10.64)

a rotor with RR̃ = 1.
In comparison to other operational codes of rotation the rotor has

several advantages. Its structure as a bivector is the same as that of
the objects. It is a linear operator and as such it is the same, whatever
the grade of the geometric object and whatever the dimension of the
space is. In contrast to matrix algebra a rotor is completely coordinate
independent. The linearity results in R3 = R2R1, thus

a′′ = R3aR̃3 = R2a′R̃2 = R2R1aR̃1R̃2 (10.65)

Because a rotor is a bivector, it will be isomorphic to a unit quaternion
in G+3,0. If we couple rotation with scaling, then

S = s +R, (10.66)

s ∈ 〈Gn〉0, will be a spinor . Equation (10.66) can be expressed in multi-
plicative form because of Eq. (10.64). Then the action of a spinor corre-
sponds to the action of another rotor R′ that is not of unit magnitude.
The algebra G+3,0 is also called spinor algebra.

A translation in Rn corresponds to an n-dimensional vector, say t.
With respect to a single point x ∈ Rn the translation will be a linear
operation because x′ = x + t. But this is not valid if two points x and
y, related by a distance d = y−x, will simultaneously be translated by
the same vector because

d + t 6= (y + t)− (x + t) (10.67)

A rigid transformation preserves the distance between points of any
aggregation of such. It results in a rigid displacement of the aggrega-
tion. Rigid transformations are rotation and translation, both coupled
together. With the result of Eq. (10.67) no linear method exists in Eu-
clidean space to perform general rigid displacements by linear trans-
formations.
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The introduction of homogeneous coordinates results in several dif-
ferent linearizations of rigid transformations. But the best algebraic
embedding of the problem is given by the GA of the kinematic space,
Example 10.4, or motor algebra G+3,0,1. In this algebra the rigid trans-
formations are expressed by linear relation of two lines. One oriented
line is representing a rotation R using a bivector, another oriented line
is representing a translation T, also using a bivector.. This is the model
of a motor Ĉ as introduced by [49] and developed by Bayro-Corrochano
et al. [50].

Ĉ = X̂1X̂2 + X̂3X̂4 = R + IR′ (10.68)

where R is the rotor as introduced in Eq. (10.64), and R′ is another rotor,
modified by a translator ,

T = exp
(
tI
2

)
= 1+ I t

2
(10.69)

t = t1e23+t2e31+t3e12, see Bayro-Corrochano et al. [50]. The translator
can be seen in these terms as a plane of rotation, translated by t from
the origin in direction of the rotation axis. The motor degenerates in
case of coplanarity of both axes to a rotor, representing pure rotation,
else it represents a screw motion by

Ĉ = R + I t
2

R =
(

1+ I t
2

)
R = TR (10.70)

Notice that Eq. (10.70) represents a motor as an element of the motor
algebra and that Eq. (10.68) represents a motor as an element of the dual
quaternion algebra, Ĉ ∈ ÎH. Although both are isomorphic algebras, the
motor algebra offers more explicitly the relation between translation
and rotation and, therefore, will be more usefully applied in modeling
chained movements. If we apply this code of a rigid transformation to
a line L̂ = L + IM, see Eq. (10.58), then the transformed line will be

L̂′ = L′ + IM′ = ĈL̂ˆ̃C (10.71)

or in full [50]

L̂′ = RLR̃ + I(RLR̃′ +R′LR̃ +RMR̃) (10.72)

The motor algebra and the isomorphic dual quaternion algebra not
only have importance for dense coding of robotic tasks, for example,
chained links, but they will also have high impact on the analysis of
manifolds such as images and image sequences. In the motor algebra
not only linearization of certain transformations will be gained. It also
enables us to use a high degree of invariance with respect to the related
geometric entities.
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10.4 Applications of the algebraic framework

We have motivated the need of a powerful framework of algebraic na-
ture from the viewpoint of designing behavior-based systems and from
well-known intrinsic problems, such as limitations of the involved dis-
ciplines. Furthermore, we could present a useful framework that was
formulated more than one hundred years ago but little noticed to date
in engineering applications. This framework is geometric algebra or
Clifford algebra.

We are developing the application of the algebra with respect to
robotics, computer vision, multidimensional signal theory, pattern rec-
ognition, and neural computing. In the last years we were able to pub-
lish several preliminary results. The actual list of publications and
reports can be found on http://www.ks.informatik.uni-kiel.de.
But in fact, both the shaping of the framework and the application of
tools are in their infancy. We will not go into details of applications in
computer vision and robotics. Instead, we will introduce two aspects
that are related to the use of GA with respect to multidimensional struc-
ture analysis and recognition. Both topics stress that the GA will have
a great impact on describing manifolds. This is also the field where the
global frame of events, entities, or patterns meets the local frame. This
local frame is strongly related to Lie algebra and Lie groups. Because
every matrix Lie group can be realized as a spin group, and because
spin groups consist of even products of unit vectors—generators of a
spin group are bivectors, it does not surprise that GA will give the right
frame for a Lie group based design of the local frame, see, for example,
[2, chapter 8] and [51, 52].

10.4.1 Image analysis and Clifford Fourier transform

The recognition of patterns in images means capturing the patterns as
a whole and comparing these entities with equivalence classes at hand.
In image processing as in engineering in general, linear methods as lin-
ear transformations or linear filters are preferable to non linear ones
because they are easier to design and handle. Unfortunately, linear
methods most often are not useful to describe multidimensional struc-
tures or to design filters that specifically make explicit such structures.
In case of global patterns that consist of multiple entities—but which
do not have to be distinguished, this does not matter. The Fourier
transform, for example, is a global, linear and complete transforma-
tion whose power spectrum in such cases can be used to distinguish
between several global patterns. In case of linear filters the foremen-
tioned problems, quite the reverse, do limit the set of patterns that
can be modeled to be cross-correlated. Filters are not universal tools

http://www.ks.informatik.uni-kiel.de
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but highly specified ones. They have not to be complete in general, yet
complete with respect to the modeled structures.

There are several algebraic approaches to overcome these limita-
tions, for example, the tensor filter approach [26, 27] or the Volterra
filter approach [53, 54, 55]. Both approaches resemble to a certain ex-
tent the way we want to sketch. This does not surprise because GA and
the other methods are based on related algebraic roots. Yet there are
specific differences that should not be discussed here.

In the Volterra series approach of nonlinearity there is an interest-
ing equivalence of the order of nonlinearity and the dimension of the
operator, so that the product of both remains constant. That means, if
the order of nonlinearity of image processing in dimension N is given
by just this dimension and the dimension of an operator should be
the same, then the constant would be N2. To design instead an equiv-
alent filter of first order would necessitate a filter of dimension N2.
The basic origin of the nonlinearity problem in the case of multidimen-
sional LSI operators is that their eigenvectors should correspond with
the dimension of the signals. Because the eigenvectors of LSI operators
correspond to the basis functions of the Fourier transform, the key for
solving the problem is strongly related to the algebraic embedding of
the Fourier transform.

These difficulties are also mentioned in textbooks on signal theory—
there is no unique definition of a multidimensional phase in Fourier
transform. Precisely the phase is the feature that represents the cor-
relations, respectively symmetries of multidimensional structure. It is
not a matter of fate to have no multidimensional phase, but a mat-
ter of algebraic adequate embedding of the problem. Zetzsche and
Barth [56] argued that for 2-D signals the 1-D basis functions of the
Fourier transform should be coupled by a logical AND-operator. Later
they presented a linear approach of 2-D filtering using the Volterra se-
ries method [57]. To prevent 4-D filters, they developed an interesting
scheme to operate on a parametric surface in the 4-D space.

Our proposition is that the linear transformation of an N-D signal
has to be embedded in a geometric algebraGN,0, which means in a linear
space of dimension 2N (see [58]).

We call the N-D Fourier transform FN(u) in GA the Clifford Fourier
transform (CFT ); it reads [58]

FN(u) = Fc{f } =
∫
· · ·

∫
f(x)CNu (x)dNx (10.73)

x, u ∈ RN, with the CFT kernel

CNu (x) =
N∏
k=1

exp(−2πikukxk) (10.74)
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The inverse CFT is given by

f(x) = F−1
c {FN}(x) =

∫
· · ·

∫
FN(u)C̃Nx (u)dNu (10.75)

where the kernel of the inverse CFT

C̃Nx (u) =
N−1∏
k=0

exp(2πiN−kuN−kxN−k) (10.76)

is similar to the reverse of a 2N -vector in the language of GA and cor-
responds to the conjugate. The CFT kernel spans the 2N -D space of
the GA in case of Fourier transform of an N-D signal. Each 1-D kernel
component

C1
uk(xk) = exp(−2πiukxk) (10.77)

is a bivector (compare Section 10.3.6), C1
uk(xk) ∈ G+2,0, see Example 10.2.

In the 2-D case we have a quaternionic Clifford kernel C2
u(x) ∈ G+3,0

(see Example 10.1),

C2
u(x) = C1

u1
(x1)∧C1

u2
(x2) (10.78)

In that algebra exist three different unit 2-blades, which results in enough
degrees of freedom for complete representation of all symmetries of
the signal.

The 2-D CFT will be called quaternionic Fourier transform (QFT).
We can generalize the scheme to the preceding proposition about the
adequate embedding of N-D Fourier transforms. With this the Hart-
ley transform assumes an interesting place in the order scheme [58].
While the Hartley transform covers all symmetries of a signal, the 1-D
complex Fourier transform is adequate to represent even and odd sym-
metry in one direction, and the CFT allows for separate representation
of even and odd symmetry in orthogonal directions without fusion as
in the case of 2-D complex Fourier transform.

This important property becomes visible in Fig. 10.1. There are two
nested plots of basis functions of the 2-D Fourier transform in spatial
domain with each five frequency samples in orthogonal directions. The
basis functions of the complex Fourier transform (top) only represent
1-D structures. Even and odd symmetry occur only in one direction.
The basis functions of the quaternionic Fourier transform (bottom) in
contrast represent 2-D structures. Even and odd symmetries occur in
each 2-D basis function in orthogonal directions, besides in the degen-
erated cases x = 0 or y = 0.

Because F2(u) ∈ G+3,0, there are one real and three imaginary com-
ponents

F2 = R(F2)+ iI(F2)+ jJ(F2)+ kK(F2) (10.79)



252 10 The Global Algebraic Frame of the Perception-Action Cycle

a

v

y

x

u

b

v

y

x

u

Figure 10.1: Basis functions of a the 2-D complex Fourier transform; and b the
2-D quaternionic Fourier transform.
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Figure 10.2: Quaternionic Gabor filter: real and three imaginary components
(top); magnitude and three phase angles (bottom).

which we give a triple of phase angles [59]

(Φ,Θ,Ψ) ∈ [−π,π[ × [−π
2
, π

2
[ × [−π

4
, π

4
] (10.80)

This global scheme of algebraic embedding gains its importance from
the ability to transfer it to a local scheme, thus to extract the local
phase of any 2-D structures by means of linear filters. This necessitates
formulating the algebraic extension of the analytic signal [60]. The
quaternionic analytic signal of a real 2-D signal in frequency domain
reads

F2
A(u) = (1+ sign(u1))(1+ sign(u2))F2(u) (10.81)

and in spatial domain

f 2
A(x) = f(x)+n · fH i(x) (10.82)

with the Hilbert transform fH i(x) = (fH1 , fH2 , fH )T ,

fH = f ∗∗ 1
π2xy

, fH1 = f ∗∗
δ(y)
πx

, fH2 = f ∗∗
δ(x)
πy

(10.83)

and n = (i, j, k)T . This scheme of Hilbert transform to compute the 2-D
analytic signal resembles the results of Hahn [61, 62], but has better
algebraic properties, see [60].

Finally, the computation of the local spectral features can be done
with an algebraically extended Gabor filter [63]. Figure 10.2 shows on
the top row from left to right the real, the i-imaginary, the j-imaginary,
and the k-imaginary components of the quaternionic Gabor filter . On
the bottom row from left to right there is shown the magnitude and
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Figure 10.3: Four texture patterns. Left and right: pure 1-D signals, embedded
into 2-D; middle: weighted superpositions to true 2-D signals.
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Figure 10.4: Phase angle Ψ of QFT discriminates the textures of Fig. 10.3.

the phases Φ,Θ, and Ψ . We will demonstrate the advantage of using
the presented scheme of the 2-D phase. In Fig. 10.3 four textures can
be seen that result from superposition of two unbent cosine structures
f 1 and f 2 with different spreading directions in 2-D following the rule
f (λ) = (1− λ)f 1 + λf 2. From left to right we have λ = 0,0.25,0.5 and
1. Both complex and quaternionic Gabor filters result in the same hor-
izontal frequency of 0.035 pixel−1 and in the same vertical frequency
of 0.049 pixel−1 for all images. Therefore, no linearly local 1-D analysis
could discriminate these patterns. But from the quaternionic phase we
get also the parameter Ψ . In Fig. 10.4 we see that the quaternionic phase
Ψ well discriminates the textures of Fig. 10.3. It should be noticed that
in case of complex Gabor filters four convolutions have been applied
in total (two in horizontal and two in vertical direction), while quatern-
ionic Gabor filters need the same number of convolutions. Thus, we
conclude that an adequate algebraic embedded design of LSI-operators
will result in complete representations of local N-D structures. The de-
velopment of a linear multidimensional system theory is on the way. A
quaternionic FFT algorithmus has already been developed.
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10.4.2 Pattern recognition and Clifford MLP

Neural networks play a crucial role in designing behavior-based sys-
tems. Learning of competence guarantees the designer robustness and
invariance of the systems to a certain degree. Within the class of feed-
forward nets there are two important classes—perceptron derivatives
and radial basis function (RBF, see Volume 2, Section 23.4) derivatives
(for a review of neural networks see Volume 2, Chapter 23). Multilayer
perceptrons (MLPs, see Volume 2, Section 23.2) have been proven to
be the best universal approximators. They operate with a global activa-
tion function. Nets of RBF use a local sampling scheme of the manifold.
Especially the MLP can be embedded into the geometric algebra [64, 65].

The basic motivation of this research is to design neural nets not
only as best universal approximators but as specialists for certain clas-
ses of geometric or operational entities. The aim is to find new ap-
proaches for the design of PAC systems. The key for reaching this
consists of a kind of algebraic blowing up the linear associator because
it operates only in the vector space scheme. This means it can handle
points only as geometric entities but does not use the whole spectrum
of entities with which the linear space of the GA is endowed. The as-
sumption that an MLP can successfully use the additional degrees of
freedom of the algebraic coding has been confirmed. Additional de-
grees of freedom do not only result in better generalization, but accel-
erate learning. Our limited experience permits interpreting the results
as positive ones. We learned that the algebraically extended nets use
multivectors both as geometric and operational entities. We call the al-
gebraically embedded MLP a Clifford MLP or CMLP . Of course, we know
from Section 10.3 that there are multiple algebras. Our design scheme
enables us to activate the one or the other, thus we are able to look at
the data from several different viewpoints [65].

There is also some research from other groups with respect to de-
sign complex and quaternionic neurons, see, for example, [66, 67, 68,
69]. However they developed either special nets for complex or quater-
nionic numbers or could not handle geometric algebras with zero di-
visors [69]. Our design scheme is bottom up, starting from first prin-
ciples of geometric algebra and resulting in general CMLPs that use a
component wise activation function that results in an automorphism
that prevents zero divisor problems during backpropagation.

The mapping function of a traditional McCulloch-Pitts neuron for
input x, output o, threshold θ and activation function f is given by

o = f(
N∑
i=1

wixi + θ) (10.84)
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Figure 10.5: Three-dimensional training patterns for MLP- and CMLP-based
classification of rigid point agglomerates.

The Clifford McCulloch-Pitts neuron [70] on the other hand has the struc-
ture

o = f (wx +θ) = f (w ∧x +w ·x +θ) (10.85)

It contains the scalar product as a vector algebra operation from
Eq. (10.84)

f (w ·x + θ) = f(α0) ≡ f(
N∑
i=1

wixi + θ) (10.86)

and the nonscalar components of any grade of the GA

f (w ∧x +θ− θ) = f(α1)e1 + f(α2)e2 + · · · + f(α2N−1)e1...N (10.87)

To demonstrate the gained performance in comparison to a usual
MLP we show in Figure 10.5 four different 3-D figures that are coded
with respect to their 3-D point coordinates. The chords connecting
two points should demonstrate the shape as 3-D rigid agglomerates of
points. The task is simply to learn these patterns with three real hid-
den neurons of an MLP, respectively, one quaternionic hidden neuron
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Figure 10.6: Rate of false classifications by MLP (solid line) and CMLP (broken
line) for the patterns of Fig. 10.5.

of a CMLP, and to gain zero false classifications. In Fig. 10.6 we see
the error of learning versus the number of cycles. Besides, the curves
(MLP (solid line), CMLP (broken line)) are labeled with the numbers of
false classified patterns. Only if the learning error measure drops to
approximately 0.02 will both nets gain zero false classifications. Yet
the single quaternionic hidden neuron of the CMLP does learn the task
with 1/4 the cycles the three real hidden neurons of the MLP need. The
performance gain of the CMLP results from its intrinsic capability to
represent G+3,0. If we would interpret the need of one or three hidden
neurons by the two kinds of nets only with respect to representing the
components of the 3-D point coordinate vectors, accelerated learning
by the CMLP would not result. Instead, the CMLP uses bivectors for rep-
resentation of the chords between points. These higher-order entities
result in an increase of convergence to gain competence as in Fig. 10.6.

Because GA represents not only geometric but also operational enti-
ties, it is not surprising that a CMLP is able to learn geometric transfor-
mations. We will demonstrate this for a quaternionic CMLP , again with
one hidden neuron. In Fig. 10.7 we see a patch of connected planes
in 3-D space. To the left is the starting pose, to the right the end-
ing pose. The learned transformation is an affine one. The top row
is showing the training data with the following parameters of trans-
formation: rotation 45° with respect to axis [0,0,1], scaling factor 0.8,
translation vector [0.4,−0.2,0.2]. On the bottom row we see the test
data, which are changed with respect to the training data by: rotation
-60° with respect to axis [0.5,

√
0.5,0.5]. In Fig. 10.8 we see the com-

parison of the demanded pose (crosses) with the computed one (solid
lines). The quaternionic CMLP uses one hidden neuron to learn exactly
any agglomerates of lines with respect to a similarity transformation.
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Figure 10.7: Learning of an affine transformation by a quaternionic CMLP.
Top row: training data; bottom row: test data; left column: input data; right
column: output data.

A generalization such as the one shown in Fig. 10.7 cannot be ob-
tained using an MLP with an arbitrary number of neurons. In [68] we
can find a complex MLP with an algebraic structure that fits our CMLP
on the level of complex numbers. There are also some presentations of
learned geometric transformations and the functional analytic interpre-
tation. Our presented frame of algebraic interpretation of the results
is more general. It works for all algebraic embeddings. Any Clifford
neuron can learn all the group actions that are intrinsic to the corre-
sponding algebra and that are not limited to linear transformations as
in the case of a real perceptron.

The presented results demonstrate that algebraic embedded neu-
ral nets are worth considering and that we can design on that base a
new class of neural nets that constitute an agglomeration of experts
for higher-order entities and geometric transformations, respectively.
Because both MLPs and CMLPs operate with linear separation functions
for each hidden neuron, the algebraic embedding supports this scheme
of coding.
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Figure 10.8: Actual results (solid lines) and demanded results (crosses) of learn-
ing an affine transformation by a quaternionic CMLP, see Fig. 10.7.

10.5 Summary and conclusions

We presented an algebraic language for embedding the design of behav-
ior-based systems. This is geometric algebra, also called Clifford alge-
bra (Clifford originally gave it the name geometric algebra). Our moti-
vation in introducing this language for different disciplines (e.g., com-
puter vision, signal theory, robotics, and neural computing) is to over-
come some of the intrinsic problems of the disciplines and to support
their fusion in the frame of the perception-action cycle.

We demonstrated the basic ideas of the framework to make obvi-
ous both their potential and the demanding task of developing this
language to a tool package that is comparable to vector algebra.

Although both the research work and the applications are in their
infancy, we presented some examples that can provide us with an im-
pression of the gained attractive performance. We could demonstrate
that the embedding of a task into geometric algebra opens the door to
linear operations with higher order entities of geometric and kinematic
schemes. On that basis, traditional problems may be reformulated with
the effects of linearization, higher efficiency, coordinate independency
and greater compactness on a symbolic level of coding. As a result
of research in this field, one day we can motivate the VLSI design of
Clifford processors to gain real profit from the compactness of the lan-
guage if used for the design of PAC systems.

A dream could become reality: That in the future we have autono-
mous robots, acting in the complex real world with (visual) percepts
and brains that are computers that are capable of representing and
manipulating multivectors.
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11.1 Introduction

In this chapter of the book, the actual market situation of industrial
imaging will be shown. ‘Industrial’ is very important. We are concen-
trating on industrial applications of the imaging technique, which can
be divided in the following general areas: Surface control, position de-
tection, identification, completeness control, and optical measurement.
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This chapter does not deal with applications in the wide fields of mul-
timedia, document processing and archiving, image communication,
medical applications of imaging techniques, or video surveillance.

Today’s industrial imaging market is relatively small compared with
these branches. One reason for this status may be the fact that indus-
trial imaging has to fulfill the difficult task of interpreting images. Mul-
timedia and the other fields of imaging mentioned here mostly handle
images as images in order to transport, display, store and manipulate
them. Mostly, they stay at an image level.

Industrial imaging nearly always has to draw conclusions from im-
ages. For instance, an object must be identified, positions have to be
detected, codes have to be read etc. Thus, for industrial imaging the
image is only a starting point. The objective is to reduce an image,
which can consist of millions of pixels, to only a few bytes indicat-
ing some properties of an object. As an extreme, only one bit has to
be generated, which then means ‘part is good’ or ‘part is bad’. We all
know how difficult this task can be. Therefore, it is understandable
that the industrial imaging market is currently small. As we will see,
however, the future vision is exciting, especially if the industrial vision
industry is able to create standard products that can supersede today’s
engineering orientation.

The German market figures presented thereafter are mainly taken
from annual market reviews as they have been carried out by the Ger-
man VDMA e.V. (Verein Deutscher Maschinen- und Anlagenbau, [1]).
International market data were taken from other surveys as they were
published, for instance by the AIA (Automated Imaging Association, [2]).
The VDMA is the oldest and one of the most important German indus-
trial organizations. Its members are mainly machine and production
plant building companies. In late 1994, the organization decided to es-
tablish a new working group under its rubric, which would concentrate
on industrial imaging. This chapter of the book deals mainly with the
German market of industrial imaging. Its status seems to be similar
to other developed national markets. Therefore, it is believed that the
conclusions drawn are valid not only for this country, but can be re-
garded as a general trend. Nevertheless, relevant international market
data are given to show the worldwide context.

11.2 Historical roots

11.2.1 Early applications

The first significant image processing applications of which the author
is familiar are approximately thirty years old. Satellite imaging, weather
observation, and scientific tasks were the starting points. Most of these
applications have been driven by military requirements.
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At that time, image processing was a very expensive and, therefore,
very exclusive technique. Only a few systems were counted. The status
more or less remained at this level until the mid-1980s.

With new technologies on one hand and new demands on the other,
the situation changed from year to year. Today we find a relatively
small but constantly growing market that is far more important for its
customer branches than the pure market data have led us to believe.

11.2.2 System architectures

Early image processing systems were not systems in the sense we see
them today at our desk or in production plants. Their architecture was
very special and dedicated to a specific purpose. Most of the algorithms
were implemented in pure hardware. That is the reason why these sys-
tems could be considered the graveyard of digital logic circuitry. Thou-
sands of members of the formerly well-known 74xxx TTL-family could
be found on hundreds of huge printed-circuit boards in many tall elec-
tronic housings. Such a system had a power consumption of 100,000
W or even more. A simple workroom was inadequate; a ballroom-sized
one was necessary.

The hardware architecture most often used was of pipeline struc-
ture. Most image processing was performed in video realtime.

Other semiconductor technologies like emitter coupled logic (ECL)
were developed to speed up processing while reducing power dissipa-
tion. With the upcoming digital signal processors (bit slice processors
and others) and semiconductor memory devices, the implementation of
imaging systems became much easier. Other architectures occurred,
but it was still a very hardware-oriented approach. And each vendor
of imaging systems defined his own standard as to how the different
modules of the system had to be interconnected.

Within a certain period of time between 1985 and 1990, the VME
bus played an important role in industrial imaging. This bus concept
was very well accepted because of its bandwidth, its ruggedness, and
a certain degree of freedom, allowing the implementation of special
dedicated image processing architectures and sub-buses.

Later on, several digital video buses were proposed to create modu-
lar systems. In Germany, the Imagestar project with significant public
funding worked on this issue in the late 1980s. In 1993, the German Vi-
sion Club—now part of the VDMA—introduced digital video link (DVL),
a simple interface method for both attaching digital cameras and for
intrasystem communication. The basis for this approach was a high-
speed bit-sequential link using so-called TAXI devices from advanced
micro devices (AMD). From this general approach it can be compared
with newly proposed standards (FireWire etc.).
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These trials failed as long as the intra-system communication was in-
volved. They had a small success in the field of camera connection, but
only small camera vendors did support these efforts. Larger vendors
preferred to do nothing, establish their own standard or use existing
analog video interfacing.

In the author’s opinion, the main reason why all these efforts con-
cerning video-bus standardization failed was the dramatic develop-
ment of general-purpose processors: complex vision systems and spe-
cial buses were no longer necessary.

11.2.3 Sensor technology

The very first sensors used with imaging systems were based on vac-
uum tube technology. One can imagine that this technology was dif-
ficult to handle. The mechanical form-factor gave further limitations.
Sensor linearity was bad. Another sensor technology was based on
diodes or diode-arrays.

It is evident that this sensor technology was as limited as the system
technology was.

About 25 years ago, CCD technology arose, driven mainly by con-
sumer and video surveillance applications (CCTV). Today, CCD sensors
are the most used type in industrial imaging. The technology provides
high-resolution sensors. Using mosaic filters or three-sensor set-up,
color images can be generated.

Most cameras used in industrial imaging are still matrix cameras
working with the interlaced video format. This format had been cre-
ated to offer a reasonably good compromise between bandwidth and
resolution in TV broadcasting systems. This standard might have ful-
filled this objective.

For industrial vision applications, this standard is possibly one of
the worst approaches. Normally, objects in a production environment
are not static but moving. Using TV-interlaced technique, two sequen-
tial image fields are generated showing a moving object at two different
locations.

It is amazing that this standard became the video format most often
used in industrial imaging as well. The reason for that might be the
limited bandwidth on the digitization level, the same reason for it in
TV broadcasting. The analog video signal has to be digitized prior to
processing. At an earlier stage of semiconductor development, this
was difficult to implement in standard technology. And this is still a
slight limitation: buses limit transfer rates as today’s standard memory
architectures do.

The CCD technology has been proven, but some severe limitations
are associated with it. There is, for instance, its limited dynamic range.
Best case CCD sensors have a range of three decades. Therefore, imag-
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ing applications with CCD cameras are very sensitive against variation
in illumination. For example, sudden sunlight can lead to severe image
disturbances. On-line tracking of a laser-based welding process is an in-
teresting task for industrial imaging, but its realization is very difficult
based on CCD technology. Another example is video surveillance. With
a CCD camera, it is nearly impossible to observe a scene with mixed in-
door and outdoor light with the expectation of getting usable results
in both image areas.

To summarize, CCD technology has reached a high level in image
quality and it is light sensitive, but due to the internal architecture the
number of frames per second is limited, image information is available
only on a line-by-line basis, the dynamic range is small, and the pro-
duction costs are relatively high. This is especially true for production
costs of cameras. A CCD sensor needs some external control circuitry
and it is not possible to integrate it on the sensor die.

Promising new efforts have been on the way in the last several years.
The key seems to be CMOS technology (Chapter 26; Volume 1, Chap-
ters 7 and 8).

11.3 Market overview

Before discussing German market data in detail, an international con-
text will be given. The North American market reached an overall 1.5
billion U.S. dollars by the end of 1997. Equivalent market size for Eu-
rope (including Israel) is seen at slightly more than 950 Mio U.S. dollars,
compared to about 820 Mio U.S. dollars for 1996. Excluding value added
by system integrators and OEM-type companies, the total revenue was
about 1230 billion U.S. dollars for North America and 710 Mio U.S. dol-
lars for Europe. The world-wide market for machine vision now has
nearly reached 4 billion U.S. dollars [2].

The North American market has grown by a factor of nearly 3 during
the past five years. For the next 5-year period a similar growth trend
is forecasted. The European vision market will grow at a rate of about
15 % in the next several years. Due to falling prices, the growth rate
in units is not far from twice the revenue growth rate. Unit prices will
continue to fall. On this international data basis we will now analyze
the German market in detail. As said earlier, we believe that the results
are representative for the world-wide machine vision market. Special
properties of the German market—if any—are pointed out.

11.4 Economical situation

The following market figures were obtained from a market survey by
the end of 1997 [1]. It was organized by the VDMA for the third year in
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Figure 11.1: Volume of the German machine vision market from 1996 with
forecasts until 2000. (Revenue in Deutschmarks (DM).)

a row. A similar investigation was done by the Vision Club e.V. for the
years 1992, 1993, and 1994.

The questionnaire was sent to about 200 German companies and
institutions, all of which are active in industrial imaging. The data base
is more or less identical with the one used in 1996. In 1997, about 33 %
answered, whereas in 1996 the reflow rate was 20 %. Even 20 % seems
to be a good result compared to experiences with other surveys. The
33 % for 1997, therefore, gives quite a solid basis.

11.4.1 Market volume

The total market volume by the end of 1997 reached 580 Mio DM with
a growth rate of 16 % compared to 1996 (Fig. 11.1). The expectations
are 18 % for 1998, nearly 20 % for 1999 and more than 20 % for the year
2000. All past market reviews always lead to the result that expecta-
tions and real growth were at a level of about 15 % on a year-to-year
basis.

Compared to total Europe, the German market seems to be the
largest market in industrial imaging. Worldwide, the German market is
in one of the top positions and the U.S. market is, of course, the largest
one.

11.4.2 Structure of suppliers

Using the latest market reviews, a clear trend is to be seen concerning
the structure of the supplier side of the market.

On one hand, it is true that smaller companies dominate. Sixty per-
cent of these companies have fewer than 50 employees. Within the
class of 10 to 19 employees, the number of companies increased by
about 8 % from 1996 to 1997, where the number of companies with 5
to 9 employees decreased by about 14 %. The number of companies
with 5 or fewer employees increased from 24 % in 1996 to 30 % in 1997.
In 1996, about 5 % of the companies had more than 50 employees. In
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Figure 11.2: Types of the companies involved in the German machine vision
market.

1997, more than 9 % were found in this class. Based on the fact that
the total number of vendors in the market stayed stable during recent
years, the conclusion is that the average company size is growing.

Industrial imaging is a relatively young branch. About 2/3 of the
companies, especially the imaging departments within larger enter-
prises, have been active for 10 or more years. The average company
age increases from year to year.

The distribution of the turnover per company is constantly shifting
to higher volumes. For 1998, it is expected that the partition of annual
revenues up to 3 million DM will drop below 50 %.

These facts allow the conclusion to be drawn that industrial imaging
suppliers are very well established. They have a solid basis of knowl-
edge and expertise. They are small enough to act flexibly and rapidly,
fulfilling the demands of their customers.

About 45 % of the companies regard themselves as system houses
(Fig. 11.2). Twenty percent are integrators, and OEM manufacturers are
at a level of about 15 %. The rest is divided into Value Added Reseller
(VAR) and others (consultants, etc.). This structure is stable compared
to results in the past.

The export rate is about 25 % as far as direct transfer is considered.
North America is the leading export region with nearly 12 % of all ex-
ports. The expectation for 1998 is a growth to nearly 13 %. Switzerland
follows with 10 % and a slight increase for 1998. Asia contributes nearly
9 %, with a negative growth expected for 1998.

As far as indirect transfer is considered, about another 33 % is esti-
mated to be exported through German industrial imaging customers.

The high export rate for mainly engineering oriented goods can be
taken as another proof of the high quality and reliability of industrial
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Figure 11.3: Main fields of application for the machine vision market.

vision systems. No customer takes the risk of shipping a system around
the world if he does not trust in it.

11.4.3 Main fields of applications

First of all, why do customers decide to use industrial imaging sys-
tems in their production plant? About 2/3 answered that quality con-
trol (quality assurance) was the reason. The weighted result is 35 %.
The next important reason for using imaging is production automation.
About 1/2 of all answers were based on this. The weighted percentage
is 25 %. Both reasons for installation of industrial imaging systems will
add to future growth figures (Fig. 11.3).

These results follow a past trend. Three reasons are important and
should provide sufficient explanation.

First, globalization demands a very high quality level for goods on
the world market. It is far more expensive to service defective deliv-
eries over long distances than to establish highly sophisticated quality
control strategies. And, of course, globalization leads to stronger com-
petition with the effect that prices decrease while increasing quality
is requested. The second reason is related to legal issues. More and
more the producer will be made responsible for damages caused by
his product. Third, growing automation itself needs quality control,
not only at the end of the production pipeline, but more and more be-
tween relevant production steps. In the past, there were more human
workers involved in the production process than is the case today and
will be even more the case in the future. While handling goods, operat-
ing machinery, etc. they avoided defects implicitly. Today, the degree
of automation has reached such a level that even a simple failure can
cause significant damage and production interruption. Because of the
just-in-time production strategy, every unexpected distortion can have
a domino effect with dramatic costs.



11.4 Economical situation 275

0.00

2.00

4.00

6.00

8.00

10.00

12.00

14.00

16.00

Sur
fa

ce
In
sp

. (
Pa

rts
)

2-
D

M
ea

su
re

m
en

t

Rob
ot

V
is
io
n

Com
pl
et

en
es

s
Con

tro
l

Id
en

tif
ic
at

io
n

Sur
fa

ce
In
sp

. (
W

eb
-ty

pe
)

Cod
e-

Rea
di
ng

O
CR

3
D-

M
ea

su
re

m
en

t

Pr
in
tin

g
Con

tro
l

O
th

er
s

P
e

rc
e

n
ta

g
e

1997

1998e

Figure 11.4: Customer branches for the machine vision market.

Image processing is one of the few methods by which quality can be
controlled in a nondestructive way with always the same parameters
and an automatic documentation if desired.

The general tasks to be fulfilled by industrial imaging are surface
inspection of parts with a share of about 14 %, 2-D measurement with
about 13 %, robot vision (position detection) with just more than 12 %,
and completeness control with about 10 %. The importance of all these
tasks is expected to decrease slightly in 1998. At the growing edge,
identification by code reading is located with a plus of 1 % to 6.5 % for
1997 and 3-D measurement plus nearly 1 % added to 4.8 % in 1997.

11.4.4 Customer branches

Far more than 20 different answers were given to the question, to which
branch does the customer belong? Again, from another aspect this
shows the huge potential and versatility of industrial imaging.

Compared to 1996, the automotive industry now takes first place.
Nearly 17 % saw future growth potential. The former number one, ma-
chine builders, are now number 2 with nearly 16 %, losing another ex-
pected 1 % in 1998. The metal processing industry came to 14 % with a
tendency down to 13 % in 1998. The electronic industry is number four
at slightly above 10 % and is expected to remain stable at this level in
1998. The pharmaceutical industry comes next with 7 % for 1997 and
nearly 8 % for 1998 (Fig. 11.4).

11.4.5 Products versus engineering

The structure of the vendors’ side of the market already shows a strong
trend to engineering orientation. More than 80 %, with a slightly de-
creasing trend in 1998, answer that their companies deliver complete
systems and services. The rest of the market involves components.
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Software tools, computer parts, cameras, lighting, and optics are more
or less on an equal level with a slight growing tendency for software
tools.

Today, industrial imaging in Germany is dominated by complete,
application-specific solutions. Driven by a strong need and supported
by a large number of successful installations, the market is very stable
and constantly growing.

In long-term consideration, however, the engineering orientation
could lead to a self-chosen limitation. Obviously, in general, good engi-
neers are rare. Especially in the industrial imaging industry, very high
requirements have to be fulfilled. The vision engineer is a real all-round
expert. On one hand, he must be a software expert, on the other hand,
he has to have very high-level knowledge of signal processing and in-
dustrial control engineering.

Real growth potential is possible if the vision industry moves to-
wards areas in which these types of products are more and more im-
portant.

At this point, some U.S. vision companies are a step ahead. They
have emphasized the development of products which can be handled by
the end-customer himself or third-party integrators (VAR-type compa-
nies). It is no accident that the main end-user branch these companies
are targeting is the electronic industry. From the sight of an indus-
trial vision vendor, this is a field with many similar, highly automated
production steps. Production volume is very high. The environmental
conditions concerning handling and lighting are stable. Together with
these companies, the U.S. market differs somewhat from the German
and other national markets.

11.5 Mainstream technology used today

As discussed in tandem with the historical roots of industrial imaging,
the dramatic role of general-purpose microprocessor development was
pointed out.

If we look today at a typical vision system for industrial use, we find
no special hardware architecture. Microprocessors are the basis for
most of the processing and so-called frame grabbers provide the digi-
tal image data in a certain system memory area using DMA-technique.
Sometimes, one finds special hardware doing some filtering in the video
data flow. However, this is relatively rare, and this is in fact the reason
why more and more semiconductor vendors discontinue their produc-
tion of such dedicated video devices.

Regarding the bus standard used inside, the system PCI is the key-
word today. Because of existing PCI bridges, it is quite easy to inter-
face cameras to a PCI-system. Video A/D-converters with integrated
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DMA circuitry and on-chip PCI interface allow us to offer cheap add-on
frame-grabber boards.

General-purpose microprocessors have reached a computational
power of 200 million instructions/s and more. Certain processor fam-
ilies even have built-in execution units that are dedicated to perform
certain basic algorithmic kernels often used for image processing very
efficiently (Chapter 3). The force behind this development was not the
industrial imaging industry . The vision industry benefits from multi-
media and other areas.

Image processing tasks are normally very complex. Therefore, a
good development environment is needed to achieve short time-to-mar-
ket . Because industrial vision deals with images, a state-of-the-art user
interface of the computer is needed for the presentation of not only
text, but also of graphical and pixel data. And last, but not least, image
data need extensive hard-disk storage space. All these are technical
reasons for why today’s vision system is based mostly on a standard
PC architecture.

By using standard PC systems sometimes even video realtime per-
formance can be reached, which is by far not required in most industrial
imaging applications. Thus, PC systems normally have enough reserves
in computational power to achieve production realtime using sure and
stable algorithms.

In applications like constant surface inspection of endless material,
of course, video realtime processing power is necessary. This is one of
the last fields remaining in industrial imaging, where a dedicated sys-
tem architecture and/or special processing hardware could be useful.

11.6 Future trends

11.6.1 Future sensor technology

The severe disadvantages of current CCD sensor devices were already
discussed. In the near future some very important changes will occur.

The human eye has a dynamic range of about 6 decades. This is a
target for further development of sensor technology. Over the last few
years, new promising efforts have been made to use CMOS-technology
for the next generation image sensors. Currently, different concepts
like APS (Volume 1, Chapter 7), HDRC (Volume 1, Chapter 8) or others
are presented with reasonably good results. Still some technology prob-
lems must be solved. For instance, image quality has to be improved.
Fixed-pattern noise is the reason for the apparently lower image qual-
ity of today’s sample devices. But, most probably, CMOS sensors with a
dynamic range of a minimum of five decades with sufficient geometric
resolution will go into mass production within the next 15 mo.
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The main advantages of CMOS sensors are lower production costs,
lower power consumption, and higher dynamic range. For some appli-
cations it might be useful to access pixel array randomly. The frame
rate is no longer limited to more or less TV-standard. One of the most
interesting features is the possibility of integrating the complete con-
trol logic on the sensor die. Even A/D converters or some on-line filter
functionality could be implemented. Complete subsystems could be
available in the near future on a single sensor chip.

Imaging in total will benefit dramatically from this new sensor tech-
nology, because it leads to cheaper cameras with easier handling and
cheaper lenses. This will be a very important step in creating new gen-
erations of industrial imaging systems. The special properties of CMOS
sensors allow implementing much more robust image processing algo-
rithms. The systems in total will climb to a new level of robustness.
Higher quality at lower prices will become available.

Again, the development in sensor technology is not driven by indus-
trial imaging. Market estimations say that in the year 2000 the world-
wide imager market will have a volume of far more than 1 billion U.S.
dollars. Costs per piece will drop down to a level of 10 U.S. dollars.
Most image sensors will be used in multimedia type applications, video
surveillance, and video communication.

11.6.2 Future imaging system technology

In the near future industrial imaging will continue to benefit from the
development that is driven by multimedia and other related applica-
tions. For instance, a large portion of the 65 million PCs in the year
2000 will already be equipped with digital cameras. It is sure that some
major improvements in standard PC architecture will take place to at-
tach digital cameras much more easily than is now possible. In this
context, some proposals (FireWire etc.) are currently under discussion.
Very soon, such an interface could belong to a standard PC system as
a serial communication line does nowadays.

The computational power will grow by a factor of about 2 every year.
Microprocessors with 64-bit architecture will become the next genera-
tion standard. Costs for RAM-devices and mass storage will further
decline. As a result, system costs will decrease while system power
and functionality will increase.

Of course, some time lag will occur between trend-setting for stan-
dard PC systems and its penetration as industrialized components. As
there was a parallelism between them in the past so it will be in the
future.

The real disadvantage of such a system architecture becomes more
important as industrial vision applications move from application-spe-
cific systems to standardized products.
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On one hand, space is a problem. The PC-based imaging systems
need a rack to be mounted. They normally need a monitor and a key-
board, and other space-consuming components. Power consumption
requires additional space and certain provisions for air convection. Sec-
ond, most used disk operating systems require a definite power-on and
power-off procedure. Third, cabling between the remote camera and
the system is sensitive concerning electric noise both in a passive and
active sense. All these facts result in visible and invisible costs and
lower the level of acceptance.

The next large step on the way to further integration and miniatur-
ization is the concept of an intelligent sensor . Today’s semiconductor
integration allows a very comprehensive design of an all-in-one image
processing system. In a small housing the sensor, the processing unit,
and the I/O-level are integrated. Power consumption is one to two or-
ders of magnitude lower than with an PC-system architecture. No sen-
sitive video cabling exists, because video processing is done directly
behind the sensor. The intelligent camera needs no hard disk drive.
Program and data are stored in EPROM-devices. No fan is necessary
and no other moving or turning parts are needed. The computational
power might not reach PC level, but it will be high enough to perform
many standard applications. Using modern embedded controllers, pro-
gramming on assembler language level as with traditional digital sig-
nal processors (DSPs) is no longer necessary. This results not only in
shorter time-to-market, but is also a condition for high quality, high
reliability and maintainability.

The costs of such a solution are significantly below a PC-based vision
system, especially if all the invisible costs are taken into account.

Such an intelligent camera with preconfigured dedicated function-
ality could be easily handled by customers without specific image pro-
cessing knowledge. Acceptance regarding imaging technology will in-
crease and products and services of industrial imaging will become
more and more in demand.

11.7 Conclusions

At this point we can draw some conclusions. We have explored the
status of the industrial imaging industry, its economical situation, and
technical background concerning system architecture and sensor tech-
nology.

We should learn from the past and raise the question: which con-
ditions must be fulfilled in the future to guarantee further significant
development of this industry branch?

At the end of this chapter four theses will be developed to concen-
trate these results.
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11.7.1 The role of industrial imaging

We have seen that the industrial imaging market is still relatively small,
but steadily growing. The vision industry is very well established, and
the suppliers have solid structures and great expertise. Industrial users
of vision systems trust in this technology and regard them very often as
the best or even the only way to lower costs and increase quality. These
are the conclusions of the recent VDMA market survey [1]. Continuity
of the results over the last years is as well a proof of this.

The question is how large are the advantages for customers in-
stalling and using vision systems in their production?

In the market survey for 1997 the VDMA tried to get a first rough
number of this issue. The equivalent item in the questionnaire sub-
mitted to the industrial vision suppliers was: Please estimate the ratio
between your customer’s revenue with products using vision technique
and your turn-over regarding industrial imaging?

Thirty-eight companies gave an answer with a factor of 2 at the lower
end and 300 as the highest number. The resulting average is 38. There-
fore, products and services of industrial imaging are influencing about
22 billion DM. This corresponds to about 10 % of the total revenue of
the German machine and production plant building industry.

It is evident that this number has to be handled with care. On the
other hand it is not very important, whether we talk about 15 or 30 bil-
lion DM. Important is the message itself, that there is quite a significant
multiplication factor.

Thesis 1 The industrial vision industry will continue to play a central
role in maintaining and increasing profitability and competitiveness be-
cause of the worldwide trends in increasing production automation and
globalization and due to legal issues.

11.7.2 Future needs of the imaging industry

Obviously, industrial image processing requires very wide and deep
knowledge in signal processing, optics, process control engineering,
and software design. It is evident that skilled engineers with an ex-
cellent education are one key to further development of this branch
of industry. Excellent education presupposes an excellent system of
schools, universities, and excellent teachers. Excellent contacts and co-
operation between universities and technical colleges must take place.

In Europe these conditions are currently in place. But will we get
more and still better engineers in the future? In which direction future
development will go remains an unanswered question.
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Thesis 2 Industrial image processing needs excellent engineering.

As we have seen, industrial image processing is quite a complex
task. To draw conclusions out of images is often difficult. Excellent
engineering potential alone does not help. Sophisticated software tools
and development support are necessary to achieve short time to market
and create stable and secure solutions.

What is meant regarding software tools in this context? On one
hand the vision industry needs good operating systems with compilers
(C, C++, etc.), debuggers, and so on. This is more or less understood.
No one today can afford to develop sophisticated software in assembly
language; indeed, software in that sense is on the market today.

But software tools must be understood in a different sense as well.
What the industry needs are sophisticated development systems that
provide basic algorithms and more.

Today, nearly every developed imaging supplier has created his own
and special tool package. Inventing the wheel a second time still con-
tinues and engineering power is wasted. The reason for this status is
evident. Every supplier tries to keep his “secrets.” And, of course, it
is difficult to break with the past and switch to another development
platform. On the other hand, the real “secrets” of an industrial vision
supplier are surely not the way to implement a filter or everything else.
The real know-how involves solving a certain task by using and com-
bining such basic image processing algorithms.

We have seen the development from hardware- to software-oriented
systems. But on the tool level we are still years behind.

Today, it is a dream to have a software tool that supports applica-
tions in industrial imaging on several levels. First, the tool provides a
rich collection of basic image processing algorithms. Second, the tool
supports the creation of higher level macrotype functions, which can be
handled as modular components. Third, a configuration module allows
for control of the data flow and combines selected macrotype functions
to an executable program. Fourth, an I/O module cares about coupling
the image processing system with the outer world, where “outer world”
means on-line process environment and user-interaction mainly during
teach-in time. Fifth, different target generators support different sys-
tem architectures, like PC-based systems on one hand and embedded
systems (intelligent cameras) on the other.

Actually, there are already some powerful tools on the market and
new efforts were undertaken recently to create a standard environment.
Existing products cover different levels of functionality from basic li-
braries up to application-oriented packages (optical character reading,
etc.). But they all represent only certain selections and have important
limitations. The dream still waits to be fulfilled . . . .
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Thesis 3 Industrial image processing needs very powerful, flexible, ro-
bust systems (and sensors) with very good development support.

As we saw, industrial imaging is highly engineering-oriented. An
image processing application today is driven mainly by the customer’s
special wishes. Very often the customers request a complete system,
consisting not only of the image processing system and the sensor part,
but also with specialized mechanical handling and so on. Resulting lot
sizes are low and it is not rare that they drop to one.

Engineering is a limited source. It works fine especially in rela-
tively small organizations, where it can be very productive. Engineer-
ing services cannot be multiplied as easily as products can be. So the
strength of today can turn into a limitation of tomorrow. As long as the
customers of industrial imaging insist on a fully customized solution,
products and services will be expensive, which results in another limi-
tation on growth. But the more customers and suppliers look for good
compromises in order to get more standardized products and services,
the less expensive they can be and the more they will be used. This is,
of course, a long-term process.

Intelligent cameras can play an important role. They provide an
excellent price-performance ratio. They are compact, have easy-to-
understand interfaces, both on hardware and software level. Based on
state-of-the-art sensors, robust solutions are possible for a huge variety
of standard tasks. Normally, intelligent cameras come with a PC-based
configuration software, which enables even an end-user with no special
image processing knowledge to edit inspection tasks interactively. The
PC is only necessary in the configuration phase. In production mode,
the device works stand-alone. Currently, target application areas for
such solutions are mainly completeness control, 2-D measurement, and
code reading.

Industrial imaging suppliers should make a tremendous effort to
create products that can be regarded and handled as simple compo-
nents for automation. In this context the concept of intelligent cameras
will play a key role.

Thesis 4 The industrial vision industry will only be able to fulfill existing
(as opposed to strictly theoretical) future demands if more and more
standardized products enter the market.
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12.1 Introduction

This chapter1 provides a brief overview of published papers report-
ing on applications that have been tackled with morphological opera-
tors. The papers are sorted by application fields (Sections 12.2–12.8):
geosciences, material sciences, biomedical imaging, industrial applica-
tions, identification and security control, document processing, and
image coding. Topics not fitting into these categories are discussed
in Section 12.9. The list of references given at the end of this chapter
is not meant to be comprehensive. In particular, only references pub-
lished in image processing journals are cited (with a few exceptions due
to the author’s own research interests).

1A preliminary version of this chapter appeared in [1, Chapter 11].
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12.2 Geosciences

The morphological extraction of linear structures in satellite images
of the earth surface is studied in Destival [2]. The design of an adap-
tive morphological filter suited to the removal of stripes in satellite
images is developed in Banon and Barrera [3]. The use of alternating
sequential filters for speckle removal on radar images is detailed in
Safa and Flouzat [4]; Martel et al. [5] have shown that morphology can
be regarded as a good alternative to harmonic analysis for determining
characteristic features of a function defined on the earth’s surface. This
is shown for the detection of gravity anomalies using directional mor-
phological filters. The morphological processing of infrared ocean im-
ages for extracting areas of closed circulation (vortices) using opening
and closing operators is introduced in Lea and Lybanon [6]. Watershed-
based clustering applied to the classification of satellite images is dis-
cussed in Watson [7], Watson et al. [8], and Soille [9]. An example of a
classification result is shown in Fig. 12.1.

Applications dealing with the analysis of topographic data are de-
tailed in Chapter 19.

Zheng et al. [10] show that granulometries with line segments and
disk-shaped structuring elements allow the discrimination of tree species
from aerial photographs.

The marker-controlled segmentation is applied to the analysis of
images mapping the electrical conductivity along boreholes in Rivest
et al. [11].

12.3 Material sciences

An overview of some morphological image analysis techniques perti-
nent to materials sciences is presented in Berman et al. [12]. Shape
analysis using granulometries, the quench function of the skeleton, and
parameters derived from the propagation function are detailed in Cher-
mant et al. [13] and applied to the characterization of graphite, nickel,
and silicon particles. Many applications of morphology to material sci-
ences are also described in Coster and Chermant [14].

Propagation algorithms for predicting macroscopic properties of
heterogeneous media are proposed by Jeulin et al. [15]. The main idea
consists in replacing the continuous medium by a restricted set of rel-
evant nodes and then applying morphological operators on the corre-
sponding adjacency graph. In Demarty et al. [16], the contact perme-
ability between rough surfaces acquired with a confocal microscope is
estimated using 3-D geodesic propagation for detecting the minimal
paths linking the flow source and sink.
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a b

c

Figure 12.1: Classification of a multispectral satellite image (the two input
bands are shown as grayscale images). The result of the classification is shown
as a labeled image, a specific color being used for each ground cover (e. g.,
yellow for urban areas and green for forests). From Soille [9]; (see also Plate 1).

Length and diameter estimations of man-made mineral fibers have
been studied in Talbot [17] and Talbot et al. [18]. These measurements
required the development of an efficient methodology for separating
connected fibers in polished cross sections or crossing fibers in scan-
ning electron microscope images. This is illustrated in Fig. 12.2.

The analysis of fibers in noisy and low contrast scanning electron
microscope images proposed in Viero and Jeulin [20] is based on an
algorithm operating on region adjacency graphs built from a watershed
segmentation of the input image.

The roundness of grains such as sand particles is defined in Pirard
[21] using distance transforms and granulometries. The use of morpho-
logical probabilistic models for characterizing mineral powders mix-
tures is investigated in Jeulin et al. [22].
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a b

Figure 12.2: Extraction and separation of fibers: a scanning electron micro-
scope image of mineral fibers (backscattered electron mode); b resulting seg-
mentation. Courtesy of Dr. H. Talbot, CSIRO Math. and Inf. Sciences, Sydney;
see also Talbot [19].

The detection of the boundaries of convex polytopes such as those
encountered in 3-D images of polyurethane foam bubbles is detailed in
Gratin and Meyer [23].

The journals Journal of Microscopy, Microscopy, Microanalysis, Mi-
crostructures, and Acta Stereologica regularly publish applications of
mathematical morphology to material sciences.

12.4 Biological and medical imaging

The automatic screening of cervical smears using top-hat transforma-
tions and skeletons is proposed by Meyer [24]. The processing of 2-D
electrophoresis gels using top-hats for normalizing the background and
union of openings for removing the vertical and horizontal streaks is
detailed in Skolnick [25].

Three-dimensional morphology is illustrated in Gratin [26] with many
medical imaging applications such as the segmentation of magnetic res-
onance images of the brain and temporal image sequences of the heart.
The analysis of confocal images of cells using geostatistical and mor-
phological tools are introduced in Conan et al. [27].

The combination of the automatic watershed-based segmentation
with user-defined markers is proposed in Higgins and Ojard [28] for
better segmenting of 3-D cardiac images. The use of watersheds for seg-
menting echocardiographic images is also investigated in Zehetbauer
and Meyer-Gruhl [29].

The fusion of images derived from magnetic resonance and x-ray
computed tomography scanners using a morphological multiresolu-
tion image representation (pyramids) and decomposition technique is
presented in Matsopoulos et al. [30] and Matsopoulos and Marshall
[31]. The authors show that their approach performs better than linear
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Figure 12.3: Two skin biopsy images segmented using morphological filters and
watersheds. Courtesy of Dr. J.R. Casas, Universitat Politecnica de Catalunya,
Barcelona; see also Casas et al. [32].

schemes in the sense that it preserves the local contrast (no blurring
effect).

Casas et al. [32] developed a methodology for segmenting skin biopsy
samples. It consists of a prefiltering stage based on alternating sequen-
tial filters by reconstruction followed by a marker-controlled segmen-
tation. Two examples are shown in Fig. 12.3.

The detection of microcalcifications on high-resolution x-ray images
of breasts (mammograms) is studied in Vachier [33].

The segmentation of corneal endothelial cells using a marker-con-
trolled segmentation followed by measurements performed on the re-
sulting region adjacency graph is detailed in Vincent and Masters [34].
The characterization of cork cells segmented by the watershed trans-
formation is presented in Pina et al. [35]. The automatic recognition
of cancerous cells using morphological openings by reconstruction and
ultimate eroded sets is investigated in Thiran and Macq [36].

In Manders et al. [37], an alternative to the watershed transforma-
tion is presented and called the “Largest Contour Segmentation.” The
algorithm consists in stopping the flooding of a catchment basin as
soon as it meets another catchment basin. This procedure is applied to
the detection of aggregated fluorescent microbeads and 3-D confocal
images of biological materials.

12.5 Industrial applications

A prototype for an automated visual on-line metal strip inspection sys-
tem is proposed in Laitinen et al. [38]. Morphology is used to suppress
the uneven background illumination function and detect several defect
types such as spills, scratches, and cracks.

The automatic detection of defects on x-ray images of engine parts
is proposed in Jochems [39] and Jochems and Préjean-Lefèvre [40]. A
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a b

Figure 12.4: Automatically packed items a into a regular tray; and b an irreg-
ular scene. Courtesy of Dr. P. Whelan, Dublin City University.

study of the detection of defects in the textile industry is detailed in
Müller and Nickolay [41].

The use of morphological operations for optimizing the packing of
arbitrary 2-D shapes is discussed in Whelan and Batchelor [42, 43]. For
example, Fig. 12.4 shows the results of packing some standard house-
hold items into a rectangular tray and an irregular scene.

A comparison between Fourier and morphological approaches for
the on-line detection of watermarks in a paper factory is provided in
Whelan and Soille [44].

The automatic extraction of the nodes of grid patterns painted on
metal sheets to evaluate their deformation after stamping is solved
using morphological directional filters and skeletons in Tuzikov et al.
[45] and Peyrard et al. [46]. The unwrapping of interferometric phase
maps using morphological gradients and watersheds for delineating
the fringes is described in Soille [47].

The use of mathematical morphology for solving industrial image
analysis problems is illustrated through several examples in Breen et al.
[48].

12.6 Identification and security control

The extraction of morphological features for face recognition is pro-
posed in Gordon and Vincent [49].

The detection of dim targets in temporal sequences of infrared im-
ages using directional top-hat operators is investigated in Rivest and
Fortin [50]. An example of extracted targets is shown in Fig. 12.5.

Target recognition in a cluttered scene using a gray-scale generaliza-
tion of the hit-or-miss transform is discussed in Cardillo and Sid-Ahmed
[51].
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Figure 12.5: Infrared image (left) and enlarged section (right). The targets
(jets) are located at the center of the crosses. Courtesy of Dr. J.-F. Rivest, Nortel
Inc., Ottawa; original image sequence by the German FIM.

The passive detection and localization of undersea targets from
sonar data using minimal path detection techniques is investigated in
Rosen and Vincent [52].

Traffic control applications are presented in Bilodeau and Beucher
[53] and Broggi [54].

There are also many papers dealing with the extraction of relevant
features for the automatic recognition of finger prints prints, for exam-
ple, Lake et al. [55].

12.7 Document processing

Due to its very nature, mathematical morphology is well suited to the
extraction of morphological features of printed or manuscript charac-
ters [56, 57, 58]. A special section about the analysis of documents is
available in Maragos et al. [59]. A system for recognizing musical scores
is proposed in Modayur et al. [60].

The use of morphological transforms for extracting the watermarks
of old documents is detailed in Zamperoni [61]. In particular, the au-
thor shows that top-hats are well suited to the removal of the uneven
background illumination function. The restoration of old movies us-
ing temporal morphological filters such as closings/openings by recon-
struction is introduced in Decencière Ferrandière [62, 63]. Figure 12.6
shows a damaged frame of an old movie together with the extracted
defects and the restored frame.

A morphological approach for the automated segmentation of dig-
ital soil maps is proposed in Ansoult et al. [65]. The extraction of rele-
vant features of digitized topographic maps using directional morpho-
logical transforms is detailed in Yamada et al. [66].
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a b c

Figure 12.6: Restoration of old motion pictures: a input image with crackles
and blobs; b detected defects; and c restored image. By Courtesy of Dr. E. De-
cencière, Centre de Morphologie Mathématique of the Ecole des Mines de Paris;
see also Decencière Ferrandière [64].

12.8 Image coding

Image and video compression techniques using morphological oper-
ators such as the watershed transform, geodesic skeletons, and the
interpolation technique detailed in Chapter 19 are proposed in Salem-
bier et al. [67]. Other similar approaches are detailed in Marcotegui and
Meyer [68]. An overview of region-base video coding using mathemati-
cal morphology can be found in Salembier et al. [69].

12.9 Other applications

An automatic programming system for choosing the morphological
primitives by means of geometric reasoning is developed in Schmitt
[70]. This author also shows in Schmitt [71] that the choice and se-
quencing of morphological transformations in image analysis requires
expert knowledge.

An application-specific integrated circuit for morphological process-
ing is detailed in Klein and Peyrard [72] and Peyrard [73]. For example,
the block diagram of the Morphological Image Data Analysis System
(MIDAS) developed at the Centre de Morphologie Mathématique (CMM)
of the Ecole des Mines de Paris in the framework of a contract between
the Onderzoeks Centrum voor Aanwending van Staal (OCAS) and the
CMM is shown in Fig. 12.7.

In Baccar et al. [74], watersheds are used for segmenting range im-
ages. The segmentation function is defined as an edge image incor-
porating discontinuities in both surface normals and depth (i. e., roof
and step edges). The marker image is obtained by thresholding the
segmentation function for low gradient values.
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13.1 Problem, market and solutions

13.1.1 Introduction

In this application note, we will demonstrate an object recognition ap-
proach for industrial recognition tasks. We focus on three performance
features: manageability, many object classes, and speed.

At first, we present a teachable optical quality control system called
Intelli-Cam, which is based on a so-called intelligent camera hardware,
and give examples of different application setups.

Furthermore, we briefly summarize current hard- and software de-
velopments in intelligent cameras, which will, before long, lead to real-
time evaluation of some 100 frames/s.
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As an outlook, we extend object recognition to industrial environ-
ments with very many (i. e., hundreds, thousands, or even more) dif-
ferent object classes. We provide benchmark data sets for such object
recognition tasks, and give recognition results for different types of
object features used in evaluation.

13.1.2 Problem description

Object recognition is one of the basic problems in industrial image anal-
ysis. Though in principle the task was solved years ago, from a practical
point of view a number of difficulties have not yet been eliminated. By
examining the effect of those difficulties in detail, a deep insight into
the intrinsic problems of a given recognition setup can be gained in
advance.

First of all, the number of objects in a single image is of crucial
importance. Setups for automatic identification in industrial environ-
ments try to separate single objects prior to image acquisition, for ex-
ample, by means of mechanics. Images with more than one object are
always more demanding.

The most prominent problem in automatic identification is, as for
many other image processing tasks, the imbalance in illumination in
time or in space. Variations in time stem from changing daylight condi-
tions and aging effects of or defects in the artificial illumination system.
Global illumination changes in space are primarily caused by either in-
sufficient balance of the artificial illumination system (it is not at all an
easy task to distribute enough light evenly to an area of half a meter
in diameter). Local variations may be caused by shadows or reflections
(which depend very much on the underlying type of surface material).
Solutions to these problems are discussed in Volume 1, Chapter 6.

Another aspect of the problem’s demand is the task of object-back-
ground separation. Obviously, it is much more difficult to separate an
object from a varying background than from a constant one. In this
context, it is not important whether the variations take place in time or
in space. In the worst case, both variations occur simultaneously. In
the best case, a locally varying background, which is constant in time,
can be subtracted from the image.

More hindering effects come from the variable position and orien-
tation of the object in space relative to the camera system. This causes
variability in position, aspect, or scale. The problem becomes even more
difficult if the object itself is not rigid, such that deformations become
possible, or if different representatives of an object class are per se not
identical. It will be easy to detect, for example, a special type of pencil
automatically. In can already be more demanding to reliably identify
an apple within other fruits. With the current state of the art, it is im-
possible to automatically decide whether an unknown object belongs
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Figure 13.1: Object recognition is an important part of industrial image pro-
cessing.

to a quite general object class such as “chair.” Methods for general-
izations on a high level of abstraction which could cope with this type
of problem are not yet known and neither is the way the human brain
tackles this problem. Hiding effects also raise problems in automatic
image analysis, whether caused by other objects or dirt. The recogni-
tion speed is critical in cases where production proceeds with rates of
more than 25 parts/s, as the video frame rate of standard CCD cam-
eras limits image acquisition speed. The total number of object classes
to be recognized affects the difficulty of the task. This aspect will be
discussed in Section 13.3.

A professional image processing system has to meet a number of re-
quirements resulting from special industrial environment conditions.
The four most important criteria are: Insensitivity with respect to dis-
turbances (dirt and dust, EMV-pulses, change in illumination, etc.),
speed, price (initial price and “cost of ownership”), and variability. De-
pending on the application, there will be different priorities within
these criteria.

Furthermore, it is obvious that the hardware of a system must be
protected against the industrial environment. Short periods for train-
ing and classification as well as a simple and robust handling are re-
quested. This is especially true for teaching new objects to the system.

13.1.3 Market analysis and solutions

Object recognition is an important application field in industrial image
processing (Fig. 13.1). In a market with an estimated annual turnover of
550 million U.S. dollars in 1998 for Europe and an annual growth rate of
20 %, about 26,000 systems are sold per year ([1], see also Chapter 11).
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In a study on the question of application fields for image processing
systems [1], the most frequent replies were the fields “examination of
contour,” “positioning,” “measuring,” and “object identification.” For
all of these tasks, object recognition methods are brought into action
(see Section 11.4.3).

Solutions for object recognition tasks are either PC-based, or they
consist of special hardware. For a long time, special hardware was
equivalent to the use of boards in VME-bus or PC-bus technology. Mean-
while, for the field of object recognition, a third alternative has been
developed, so-called intelligent cameras. The idea behind intelligent
cameras is to develop a stand-alone product containing camera and
processor. Intelligent cameras can communicate directly with the pro-
duction line by the use of dedicated interfaces. Such cameras are de-
scribed in more detail in the following section.

13.2 Compact solution: intelligent cameras

13.2.1 Overview

An intelligent camera integrates a sensor and a processing unit within
the camera chassis and, therefore, requires a minimum of space. Fur-
thermore, due to the direct processing in the camera, potential bottle-
necks such as the PC bus are avoided.

The state of the art knows three basic construction principles for
intelligent cameras:

• The integration of PC boards in a camera is relatively simple. The
development can be done with the usual compilers and tools. How-
ever, the resulting system requires some space, and hardware costs
are relatively high.

• The use of a special DSP processor tends to increase speed and de-
crease the volume of an intelligent camera system.

• Integration of sensor and processor on a single chip (e. g., in CMOS
technology) can further boost processing speed and decrease sys-
tem size. However, a drawback of such technology is that such sys-
tems are not as flexible as programmable processors.

More information on some examples of intelligent cameras can be
found in the web. The VE262 smart camera from VEtech (http://www.
vetech.com) incorporates a monochrome camera with a 486 PC. An-
other example of integrated PC is the PCCAM from maVis(http://www.
ziam.de/NRW-IPD/mavis/dwelcome.ht).

Intelligent cameras combined with a special hardware architecture
and processor can be found by the imputer 3 from Vision (www.vvl.co.
uk/imputer), smartEYE from Phytec (www.phytec.de), NANOcam from

file:http://www.vetech.com
file:http://www.ziam.de/NRW-IPD/mavis/dwelcome.ht
www.phytec.de
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a

b

Figure 13.2: a The VC21 camera: a complete image processing system within
a volume of 180 cm3; b hardware setup of the Intelli-Cam system.

NANOsystems (www.nanosystems.de), and the VC-series from Vision
Components (www.vision-components.de).

The SmartVision Sensor from IVP (www.ivp.se) is a combination
of sensor and general purpose image processor on the same CMOS
chip. Although the technology exists to perform image preprocessing
directly in the sensor, no industrial applications have been realized to
date.

13.2.2 An example: the intelligent camera system Intelli-Cam

To satisfy the conditions of a robust image processing system, we con-
ceived the teachable system Intelli-Cam, which works as a stand-alone
system on the basis of the intelligent DSP-Camera VC21(Vision Compo-
nents GmbH, http://www.vision.components.de, Fig. 13.2a).

www.nanosystems.de
www.vision-components.de
www.ivp.se
http://www.vision.components.de
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Figure 13.3: The training and the inspection process in Intelli-Cam.

The hardware of the VC21 camera (Fig. 13.2b) consists of a CCD
sensor with a resolution of 752×582 pixels in 8 bit. An ADSP2181 pro-
cessor from Analog Devices, 2 to 8 MByte DRAM, and 0.5 to 2 MByte
EPROM allow direct evaluation of the images as well as permanent stor-
age of the evaluation programs. Communication for external parame-
terization (e. g., by means of a portable PC or laptop) is established via
a serial interface, while 4 binary input/output channels allow direct
contact with the process control in the production line. Additionally, a
video output for monitoring purposes is provided.

In connection with a special evaluation software, the camera is com-
mercially available as the Intelli-Cam system (CamControl GmbH, http:
//home.t-online.de/home/cam-control-nbg). The idea of Intelli-
Cam is to provide a flexible low-cost system for simple industrial image
processing tasks. No complex set-up procedure should be necessary to
adapt Intelli-Cam to a special image processing problem. Therefore,
we avoided the long-winded adjustment of a large number of parame-
ters, which is a disadvantage of many commercial state-of-the-art im-
age processing systems. With just one single sensitivity parameter for
each inspection problem, even laymen can carry out the installation of
Intelli-Cam quickly.

To adapt the Intelli-Cam System to a special image processing prob-
lem, only a few steps have to be performed (Fig. 13.3). The training
is done by a PC-based application providing a graphical user interface
(Fig. 13.4) for a straightforward parametrization of the system. After
marking the relevant regions in an image, the internal training via the
synergetic MELT algorithm [2] is started. This algorithm has shown to
be very robust in industrial applications. High recognition rates, short
classification times, and especially short training periods are its most
prominent features.
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Figure 13.4: Graphical user interface for the parameterization of Intelli-Cam.

Finally, the user has to define a rejection threshold. From that mo-
ment, the camera works in a stand-alone mode, and the PC may be
disconnected.

A significant preprocessing step in pattern recognition is the detec-
tion of the precise position of the inspected object within the image.
Even a small displacement or rotation of the object can cause unpre-
dictable results in the recognition process. To submit a fast and precise
tracking of the tested object within the image, we devised a two-step
strategy:

• Coarse positioning of the inspected object by the help of up to two
templates.

• Fine positioning of the inspected regions in a small neighborhood.

Both methods together allow precise positioning, but are very time
extensive. To overcome this restriction, we reduce the image resolu-
tion by generating the first level of an image pyramid. With subpixel
interpolation methods [3], an exact position can be achieved, while a
speedup of nearly a factor of 16 is realized.

Intelli-Cam targets at a variety of comparably easy inspection tasks.
The most important applications are good/bad decisions as well as sort-
ing problems. The good/bad classification mode allows us to reject de-
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Figure 13.5: A contactor as an example of a typical inspection problem and the
relevant regions in detail: One correct plate, two typical minor faults, and two
major defects.

fect parts in an industrial production process, for example, sorting out
circuit boards with missing chips. In this case, the user trains the sys-
tem with just one object class representing an example of the faultless
object. The sensitivity threshold defines the maximal acceptable dif-
ference to the test object. Defining a weaker threshold allows greater
variations of the tested object.

An application for Intelli-Cam is given in Fig. 13.5. Contacts on re-
lays must be correctly covered in order to protect users from electric
shocks. At the end of the production process, some of these plastic
plates are distorted or completely damaged. To avoid risks for users,
the defect contactors must be detected and removed. The figure gives
an example of a correct plate and some typical defects.

The total time for the examination of one contactor is about 320
ms, including time for frame grabbing and positioning. Classification
alone takes about 60 ms. The training procedure took about 90 s on
a Pentium with 90 MHz. The choice of the sensitivity threshold allows
for the decision as to whether parts with slight defects are rejected by
the Intelli-Cam system, or whether they pass the examination.

In applications with more than one object class, object identification
is performed. Such an example is shown in Fig. 13.6. Different types
of empties on a band-conveyor have to be identified automatically. A
special difficulty of the problem is the fact that the boxes may not be
completely filled, that is, boxes of the same class may contain varying
numbers of bottles.
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Figure 13.6: Different types of empties.

13.2.3 FastCam: high-speed object identification

Real-time image processing systems use to work at frame rates of 25
full frames/s. Digital video systems with higher performance are lim-
ited to an image acquisition mode, followed by visual playback and an
off-line evaluation. An example of such a system is the Speed-Cam sys-
tem, which allows 1000 images/s with a resolution of 512×512 gray-
level pixel (see: http://www.weinberger.ch/speedcam.htm).

In order to bridge that gap, we have developed the FastCam sys-
tem, which allows an online inspection with frame rates of up to 470
frames/s.

The camera hardware works with a resolution of 512 x 512 pixel
at 24 MHz. The readout of full, half, quarter, and eighth of a frame
generates frame rates of 115 to 670 Hz. The processing unit consists
of a PC Dual Pentium II with 300 MHz.

Simple algorithms have to be used to allow an online high-speed
inspection. As a consequence, operations such as filters, thresholds,
border extractions etc. are brought into action.

13.3 Object recognition for many object types

13.3.1 The problem

In many applications of industrial object recognition, the number of
object types that have to be distinguished is quite limited. A typical
number of classes lies between 10 and 100. However, there are tasks
in which this limit is drastically exceeded. Some examples shall be
given.

http://www.weinberger.ch/speedcam.htm
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Object recognition in supermarkets is one of them. A typical market
offers between 10,000 and 100,000 different articles. Although they are
usually identified by their bar code, there are similar setups where the
use of such codes may not be possible. One could, for example, think
of attempts to automate the function of the cashier. A prerequisite
for this is that there is no longer a need for handling the products in
order to find the bar code’s position. One way to achieve that would
be to find the bar code automatically by means of image processing,
the other one would be to identify the object by other typical features,
without the need of locating the bar code.

Another field of application with a large number of object classes are
stores with goods that do not possess a bar code. An example would be
stores for replacement parts in the automotive industry, especially for
subcontractors. Those people are usually shown a part to be replaced,
and have to locate the adequate replacement part in their stock.

A third example stems from the print industry. Books, papers, and
journals are typically sold on a commission basis, and the publishers
refund money for products that have not been sold. As a consequence,
there is a need for automatically sorting the returned goods, in order to
settle accounts with the distributors. In this case, an additional techni-
cal problem stems from the fact that the returned articles may be dirty
or modified, for example, by labels such as “special bargain” etc.

If one attempts to tackle such problems with conventional methods
of object recognition, one will find that the recognition rates are usu-
ally not sufficient. To put it the other way round, for a given method,
recognition rates decrease with an increasing number of object types
to be identified. The reason for this effect is obvious: while the limited
number of object features typically used in conventional object recog-
nition setups may be sufficient to tackle applications with a restricted
number of object types, they no longer provide enough relevant infor-
mation when the number of objects is increasing.

The solution is also straightforward: increase the number and the
type of object features, that is, use color, shape, texture etc.

A disadvantage is the known fact that the performance of a sys-
tem decreases with an increasing number of irrelevant object features
included. As a consequence, one has to implement methods of deter-
mining relevant object features for a given problem while increasing
the number of object features used.

13.3.2 Data sets

Two data samples have been used for the subsequent experiments. Ta-
ble 13.1 gives an overview of their specifications.

The first sample stems from objects in a supermarket. Images of
1000 different object types have been acquired. Per object type, three
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Table 13.1: Datasets for benchmarking

Supermarket Replacement parts

Abbreviation SUP_1000 AUT_331

classes 1000 331

Patterns per class

Training 1 1

Testing 1 1

Verification 1 2

Image size 768×576 512×512

Bits per pixel 3×8 3×8 (see footnote 1)

different representatives were selected and one image of each one was
grabbed. All objects were positioned with their main axis of inertia in
an approximately horizontal direction. The sample was divided in a
training, a testing, and a verification sample.

The second sample set stems from a stock of replacement parts
for cars. While the stock contains some 10,000 objects, images from
a selection of 331 have been acquired. Object examples from both
sample sets are shown in Fig. 13.7.

13.3.3 Image features for object recognition

The setup for the object recognition system with which we solved the
problem is shown in Fig. 13.8. It is a feature-based recognition ap-
proach.

In a first step, the objects in the image are separated from the
background. For this task either threshold-based methods or more ad-
vanced segmentation techniques are used.

In a second step, a number of different feature sets are extracted
from the segmented images: In order to obtain textural features, which
have been described in detail in Volume 2, Chapter 12, the image is
rotated until the major axis of the object is aligned horizontally. The
textural features are then determined in the bounding box enclosing
the object. In addition, the color and geometric features listed in Ta-
ble 13.2 are determined from the segmented images. Chapter 12 in

1Due to camera restrictions, the de facto color resolution of the color images is about
3×5 bit per pixel.
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a b

c d

Figure 13.7: a and b Objects from the supermarket sample; c and d replace-
ment parts from the car supplier sample.

Figure 13.8: Typical setup of an object recognition experiment: features are
extracted from a segmented image and put into a classifier.

Volume 2 lists the detailed calculation times2 necessary to extract tex-
tural features.

The features calculated from the training sample are used to train
a classifier, in our case a 1-nearest neighbor classifier. The recognition
rate is determined on the verification sample set, while an additional
testing sample set serves as a means of determining intermediate recog-
nition rates when performing automatic feature selection.

As described in Section 13.3.1, it is essential to use the most ade-
quate features for a given data set in order to achieve high recognition
accuracy. As a consequence, an established feature selection technique

2Computation times have been measured on a Pentium 200 MHz PC without MMX
under Linux, Kernel Version 2.0.22 using the GNU g++ compiler, version 2.7.2.1. The
PC achieved a linpack benchmark of 11,4 MFLOPS with the java applet [4].
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has been applied to select subsets of optimal features for each of the
two given data sets.

The feature selection technique works as follows. For a given train-
ing and testing set, calculate all feature values on all images. In a first
selection step, select the single feature with the highest recognition
rate. Here and in the following, the recognition rate is determined on
the testing sample, while the training sample serves to teach the clas-
sifier in use.

In a next step, determine the recognition rates for all feature subsets
with two features that contain the feature of step one. Do the same with
a third feature.

Instead of directly adding a fourth feature, remove that one of the
three selected features with the least significant influence on the recog-
nition rate (i. e., for which the recognition rate decreases minimally after
the feature has been removed).

Continue adding further features in a similar manner, always trying
to increase the recognition rate in maximal steps when adding an ad-
ditional feature, and always removing one of all features after having
added three.

Determine the feature set with the highest recognition rate. Alter-
natively, the (quite time consuming) selection process can be stopped
when there is no longer a significant increase in recognition rates.

For an independent check of the robustness of the selected feature
subset, determine the recognition rate on a third data sample, the ver-
ification sample. Obviously, this recognition rate will be lower, as the
selection is optimal with respect to the testing sample. Nevertheless,
for sample sets of sufficient size, generalization has taken place, and
the performance is still significantly better than on unselected feature
sets.

We just mention that there are other selection techniques, which
are based on methods such as measures of correlation for different
features or genetic algorithms.

13.3.4 Performance and results

An overview on the performance of the different feature sets is given
in Table 13.3. Recognition rates vary considerably between different
types of feature sets, as do the computing times for the features.

When identifying objects, one usually wants to recognize the object
class exactly. For a great number of objects, however, it may be suf-
ficient to find the object in the K classes with the best match to the
testing sample, and to do the exact identification manually. Therefore,
recognition rates for different parameter values of K are also given in
the table.
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Table 13.2: Features for object recognition: In addition to the textural features
described in detail in Volume 2, Chapter 12, color and geometric features are
used for robust identification

Feature set No. Principle

Textural features 318 texture analysis (Volume 2, Chapter 12)

Average RGB values 3 color analysis

Gradient method 32 mean of the Sobel image in 32 orientations

Symmetry method 32 measure for symmetry in 32 orientations

Central moments 7 central moments up to third order

Object area A 1 area without holes

Width and height 2

Perimeter p 1

Waddel disk diameter Rd 1 Rd = 2
√
A/
√
π

Hydraulic radius Rh 1 Rh = A/p
Heywood circularity
factor Fh

1 Fh = p/(2
√
πA)

Ellipse axes E2a, E2b 2 minor and major axis of ellipse with same A
and p

Ellipse ratio Eab 1 Eab = E2a/E2b

Rectangle width and
height Rc , rc

2 big and small side of the rectangle with same
A and p

Rectangle ratio Rrc 1 Rrc = Rc/rc
Compactness Fc 1 Fc = A/(width × height) (width and height:

max. object extension)

Number of holes 1

Area of holes 1

Chords X and Y 2 maximal number of chords in x and y

Maximum chords 2 maximal length of chords in x and y

Maximum intercept 1

It is remarkable that the performance of many of the textural fea-
tures beats the shape-based features. The color features, which are
based on a simple computation, also perform well. The feature subsets
at the end of Table 13.3 confirm this observation: The shape features
are less expensive in terms of computation time, but at the same time
they do not yield sufficiently high recognition rates.

It can also be seen from the results that the recognition on the basis
of all features implemented does not boost the recognition rate at all.
The performance stagnates when adding new features; quite often a



13.4 Discussion and outlook 311

R
ec

o
g
n
it

io
n
 R

at
es

 in
 %

0
0.1

0.3
0.2

0.4
0.5
0.6
0.7
0.8
0.9
1.0

Figure 13.9: The process of automatic feature selection: increasing recogni-
tion rates during the beginning of the selection process lead to a performance
maximum. For large numbers of selected features, the performance decreases
again.

reduction is even observed. It is a well-known effect that irrelevant
features reduce recognition rates.

We wanted to find out to what extent a feature selection process
can improve the recognition results further. Figure 13.9 shows the
recognition performance of a selection process on the AUT_331 sample.
Values for both testing and verification sample are shown. The results
for the testing sample are obviously higher, as that sample has been
used for optimization. The performance graphs show a maximum that
is reached quite early, and decrease again for large feature subsets.

As a result, Fig. 13.10 summarizes the performances for different
approaches. The combination of the different feature types—texture,
color, and shape alone—does not increase recognition rate. However,
making use of a feature selection technique helps to improve recogni-
tion considerably (in our experiments, approximately 10 %).

13.4 Discussion and outlook

With the Intelli-Cam system, we have shown a successful example for
an off-the-shelf image processing product for simple object recognition
tasks. The success of such products lies in their standardization, which
in consequence leads to a competitive relation of price and features.

The FastCam system, aiming at inspection problems with frame
rates of a few hundred images per second, proves that there is still
room for hardware development in image processing systems, as long
as the solutions generated cannot be beaten with conventional PC-based
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Table 13.3: Benchmark results: feature extraction time and recognition rates
for the supermarket (1000 classes) and replacement parts (331 classes) data
sets

Time in s supermarket replacement parts

K = 1 5 10 1 5 10

Texture
Haralick 0.56 74.1 89.4 93.7 52.2 73.4 79.9
Unser 0.58 78.3 92.0 95.3 45.5 70.4 77.9
Galloway 0.33 60.0 80.5 86.2 34.3 60.7 70.8
Laine 2.77 74.9 89.6 93.0 34.7 57.7 67.5
Local 0.26 35.2 51.4 57.7 28.2 50.2 61.2
Fractal (1) (1) 1.71 33.0 55.6 61.1 36.7 62.7 72.1
Fractal (2) (2) 61.35 75.2 85.9 89.0 69.9 87.8 92.4
Laws 10.7 60.6 81.7 88.0 44.9 68.9 77.9
Fourier coefficients 3.65 69.7 87.3 91.1 50.8 70.5 79.2
Chen 41.58 67.4 86.1 90 60.0 86.1 91.8
Sun et al. 0.66 56.3 85.8 92.4 17.1 39.7 49.1
Pikaz et al. 1.47 61.3 83.6 90.4 30.8 52.3 61.9
Gabor 18.14 67.4 87.1 92.0 64.5 82.5 88.2
Markov 1.97 45,2 69.1 76.3 33.8 56.8 67.4
Dapeng 0.53 74.4 81.5 95.5 43.8 63.0 70.5
Amadasun 0.25 67.4 89.8 94.8 40.8 67.2 77.0
Mao et al. 2.10 44.2 69.7 77.8 42.9 64.8 74.9
Amelung 1.87 84.2 96.8 98.6 46.2 70.4 80.1

Color
Average Color Values (RGB) 62.7 84.7 89.5 37.6 58.2 69,6

Shape
Gradient method 0.19 58.2 76.2 83.0 66.9 86.4 90.0
Symmetry method 0.38 58.4 77.8 85.3 64.8 86.4 89.7
Central moments 0.18 26.8 50.0 61.1 21.9 56.9 75.8
Area 11.2 38.1 54.4 25.7 69.2 88.2
Width and height 35.7 67.8 78.7 58.9 90.6 94.3
Perimeter 3.4 14.6 27.4 20.2 67.7 85.3
Waddel disk diameter 11.0 37.8 54.4 25.7 69.2 88.1
Hydraulic radius 3.6 14.1 26.0 14.4 55.3 72.7
Heywood circularity 2.1 8.6 13.2 7.3 34.3 55.9
Ellipse axes 22.5 46.8 59.9 60.3 90.8 94.4
Ellipse ratio 2.1 8.6 13.2 7.3 33.5 55.3
Rectangle width and height 2.8 8.8 13.6 16.6 49.8 67.8
Rectangle ratio 1.8 8.2 13.5 9.4 41.7 60.6
Compactness 1.7 7.5 11.9 4.4 20.8 33.5
Number of holes 1.0 2.7 5.2 1.4 6.8 10.1
Area of holes 2.3 8.4 15.2 4.5 17.5 25.8
Number of chords X and Y 12.6 35.8 47.5 46.7 84.3 91.8
Maximal chords X and Y 41.0 71.4 81.2 61.6 91.5 95.9
Maximum intercept 1.8 10.6 16.6 12.8 38.4 56.8

Feature groups
Textural features 150.48 89.5 98.3 99.4 68.7 88.2 92.3
Shape features 58.6 77.8 82.9 44.6 71.0 79.3
All features 87.7 96.6 98.1 69.2 88.8 92.3
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Figure 13.10: Recognition results for different feature sets: While unselected
feature sets do not yield satisfactory results, an automatic selection of features
can improve performance considerably.

methods. Future developments in this field will further increase frame
rates, while at the same time include full color processing. For data
evaluation in FastCam systems, multiprocessor solutions will provide
cheap and scalable computing power.

For object identification in environments with large numbers of ob-
ject classes, we have shown that feature selection in combination with
a variety of features being implemented is an adequate tool to solve
recognition tasks. Our next activities in that area will include additional
benchmarking parameters into the selection process, such as feature
extraction time. In the future, it may be sensible to refer to background
knowledge in order to improve the results further .

Special thanks go to all members of the intelligent system group
at the Fraunhofer Institute for Integrated Circuits in Erlangen for their
continuing support, especially to Steffen Steinhoff, Roland Weigelt, and
Christian Küblbeck, and to Siegfried Fößel for his work on the Fast-
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14.1 Introduction

The term identification denotes the unique recognition or classification
of individual objects from a set of objects. In image processing a dis-
tinction is made between the so-called direct and indirect identification.
Direct identification means the recognition based on directly accessi-
ble features of the objects like shape or color. Indirect identification
is based on a coding applied to the object. In the following the term
identification is always used in the latter sense where the identification
takes place by reading the code.

Identification in industrial material flow or in traffic applications
fulfills different tasks. In addition to the tracking or distribution of
goods it is used for production control and quality management as well
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as security matters. In certain production processes a combination of
marking systems that apply the coding to the object and identification
systems that ensure the readability of the codings are used. This is
used to ensure identification of the codings in further process steps;
therefore, coding verification and identification are closely linked.

To find an optimum solution for an identification application all
coding possibilities as well as the coding or marking processes have to
be taken into account. Therefore the following sections will deal with
these aspects before the concepts of image processing and a charac-
ter recognition system are discussed. The examples taken from actual
industrial installations will illustrate the different fields of applications.

14.2 Codings

There is a multitude of possible forms of coding for technical systems.
Nevertheless plain writing and bar codes are the most commonly used,
with each form having its specific advantages and disadvantages.

The major advantage of plain writing is obviously the ability to be
read and written by human observers. Image processing techniques
allow imitation of the human ability to read characters within certain
limits. Therefore a change from human spot-checking to a completely
automated inspection system can be done with moderate effort. Fre-
quently plain writing is advantageous in that existing processes can be
automated without changing the marking system or the process itself.
On the other hand, the fact that these writings can be done without
defining conditions often leads to significant technical challenges.

To achieve a highly reliable process, the choice of font is crucial.
This can be easily seen by looking at the distinctiveness of characters
of different fonts:

1 2 3 4 5 6 7 8 9 0 O I B Lucida bright
1 2 3 4 5 6 7 8 9 0 O I B Lucida sans serif
1 2 3 4 5 6 7 8 9 0 O I B Courier

OCR-A
OCR-B

The digits 3 and 8 or 8 and 9 in most fonts are almost identical
except for openings in the character. The example of the Courier font
shows that these partial identities, which can lead to mistakes in the
presence of distortions, can be avoided. Fonts like OCR-A or OCR-B
are further optimized for automated readability. In addition, the in-
troduction of a checksum can reduce almost to zero the probability of
mistakes or mixed-up characters.
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14.3 Code generation and code control

The markings can be applied using a multitude of techniques. The
following list shows the most important techniques used in industrial
process control.

• printing with inkjet on labels or directly on metal surfaces

• thermotransfer printing of labels

• needle engraved markings or embossing die on metal or other ma-
terials

• characters applied by spraying dye at a template (e. g., railroad cars)

• hot spray or metal powder markings in the steel industry

• laser engraved markings (e. g., in wood, glass, metal)

• raised characters in casting molds

• punching characters, for example, in type plates

• different sorts of printing on different materials

• handwritten characters

The multitude of different marking processes and the individual
history of each part to be identified results in a wide range of writing
qualities. In addition to this, the layout of writings and the correspond-
ing background structures are manifold.

To ensure readability by a computer system in the course of the pro-
duction process a first reading is often done right after the marking.
Based on the a priori knowledge this reading is rather a verification—
not an identification. An example of verification is the automated mark-
ing of product data on products or packings (for example, in the phar-
maceutical industry).

14.4 Functional principle and system setup

A system intended for industrial character recognition should be capa-
ble of dealing with the wide variety of different conditions and tasks
described in the preceding text. For this reason such a system has to
meet the following demands:

• Optimization of image acquisition and illumination to the relevant
kind of coding and object surface

• Imaging of contrasting and noncontrasting two- and three-dimen-
sional codings that can either be at rest or moving

• automated search for codings on structured backgrounds and com-
pensation of positioning tolerances
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• adaptation to changes in size and rotation angle of the writing (i. e.,
size and rotation invariance of reading)

• separation of characters in spite of distortions and interconnections

• possibility of adapting the classification technique performance to
the degree of distortion of the characters

• capability of reading different printed fonts or handwritten charac-
ters

• adaptation of computational effort and power to the given time lim-
its

• communication with different host computers or PLCs using differ-
ent protocols

The forementioned profile asks for a flexible hardware concept with
respect to image acquisition, computational power and the communi-
cation possibilities of the system. In addition, such a system needs a
higher-level control system as well as the possibility of changing the
various working steps of the system, that is, an adequate teach-in and
a graphical user interface are required.

14.4.1 Architecture of an industrial character recognition system

Keeping the preceding list in mind the image processing system VI-
CODE was developed. The functional architecture of the system is
shown in Fig. 14.1. In this architecture reading plain writing is realized
as a process of information reduction starting from the image to the
location of the writing, to the line of writing, to a single character and
finally to the identification of this character. The essential character-
istic of this architecture includes knowledge-based methods on every
level where there is a priori knowledge. This a priori knowledge of size
and positioning of the characters is, for example, used in several levels
of the processing hierarchy. For classification purposes the available
knowledge of the possible contents is used in the form of automatically
generated hypotheses.

In this process the sequence of the different steps is not fixed within
the hierarchical information reduction scheme. Rather an evaluation
of the results takes place at every process level that determines the
progress of the reading process. Therefore processing steps can be
repeated with changed parameters in a recursive way. Result evaluation
also uses a priori knowledge. This a priori knowledge is given to the
system by the teach-in process in the form of a changeable information
basis. This information basis contains information about the system
configuration, the process sequence and process parameters, which are
usually set for each application by the system developer. Also the fonts
and the decision thresholds for the classification are part of this user-
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Figure 14.1: Functional architecture of the optical character recognition and
image processing system VICODE.

given information basis. For giving this information to the system the
user is guided through a comfortable graphical user interface.

An additional and essential feature is the ability to deal with mul-
tiple fonts. Depending on the application different variants of a single
character can be taught as a single font or the different variants are han-
dled separately as different fonts. The system uses a font classification
that supports an automated selection of the relevant font.

Figure 14.1 illustrates that several processing steps are necessary
for a reliable classification in a broad application range. Even the im-
age acquisition and illumination can be influenced depending on the
actual image content. For preprocessing of the acquired images dif-
ferent geometrical transformations and linear as well as morphological
filter operations for distortion suppression or to compensate for inho-
mogeneous illumination can be activated.

The separation, that is, the precise location and division of every
single character is of major importance. Separation is a good example
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Figure 14.2: Structure of the 3-level classification scheme.

for a knowledge-based recursive process that may be performed several
times with changed parameters depending on the result and a priori
knowledge. The separation algorithms can be a linear or a nonlinear
histogram function as well as a correlation function.

An important system feature is the size and rotation invariance.
These invariances are realized as independent functions that take place
before classification. This means that the actual character recognition
is done with normalized characters.

For the classification of characters, the Optical Character Recogni-
tion (OCR), a multitude of algorithms have been developed over the last
30 yr or so. To combine different classification algorithms with exclud-
ing characteristics we use a multiclassifier approach with a three-level
classification scheme (see Fig. 14.2).

The classificators are hierarchically organized with respect to hy-
pothesis reduction. The results of each level are combined to a final
result in a separate decision module. Each classification module has a
quality measure of its result and a sorted hypotheses set. These are
evaluated by the decision module and according to this evaluation an
additional classification module is activated or the final result is calcu-
lated. This leads to an optimal recognition rate with minimal calcula-
tional costs. The classification schemes used here are based on work
done by Fukunaga [1], Kahan et al. [2]. Similar classification schemes
are used for object classification in Volume 2, Chapter 26.3 and, more
generally, in Volume 2, Chapters 26 and 27.
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The classification algorithm 1 in Fig. 14.2 is a pattern-matching al-
gorithm, that is, a direct comparison of the normalized character with
a taught mask. For undistorted characters this very fast method is suc-
cessful. If it fails a complete correlation is performed. This algorithm
can be enhanced by using a next neighbor decision module, which al-
lows lower thresholds to be used. Classification algorithm 3 performs
a structural analysis of the characters. For this the skeleton of the
character is calculated as an abstract representation ([see 3, 4] and also
Volume 2, Sections 21.3.9 and 21.3.10). This skeleton is transformed
into straight lines and circle segments. These segments are finally de-
scribed as fuzzy shapes to cover variable shapes of the same character
[see 5]. The classification is based on these fuzzy features.

14.4.2 System hardware and process interfacing

Demands concerning time for reading range from 5 characters/s to 200
characters/s depending on the application. These different demands
can be fulfilled by a modular hardware concept. The system is based
on PCs with Pentium processors built as a single or multiple processor
system. Part of the modular hardware concept is the configurable image
acquisition that can use different line array or matrix cameras or even
3-D image acquisition systems. For the latter case, which can be used
for reading embossed or punched characters, a light stripe scanner for
generating a 3-D image is used. Line array cameras are used if large
areas have to be covered with high resolution. In these cases the line
array camera is either scanned across the object or the object passes by
the camera at a constant speed. This technique allows for image sizes
of more than 7000×7000 pixels. For process interfacing standardized
digital inputs and outputs as well as serial interfaces using different
protocols are available.

14.5 Examples of applications

14.5.1 Identification in the automobile industry

Automated identification systems are widely used for quality manage-
ment of assembly processes in the automobile industry. As an example,
the task described here is to read needle engraved characters on the
surface of fluid drive castings. These castings are marked right after
manufacturing to ensure that castings with different interior structures
but equal sizes can be distinguished. At the assembly line the 6 digit
marking on the castings is to be read and compared to the preset iden-
tification number. The steel surface ranges from mirror-like to pale
gray and can be scratched or spotted. The markings are applied by up
to three different needle markers with different fonts.
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Figure 14.3: Side view of an identification in progress. The casting is already
lifted up from the work piece slide. The flashing LED lamps can be seen through
the window in the work piece slide.

a b

Figure 14.4: a Original marking on a casting found on the rotating casting.
The digits are distorted by the trace of a defect traction wheel. b Identified
number of this casting.

In operation the assembled parts sit on work piece slides that are
separated and stopped at the identification site. The parts are then
lifted from the assembly line and rotated with a constant speed of 5
rpm. The part is illuminated under a 30° angle from below with two
red LED arrays that are flashed to suppress motion blur. The cam-
era looks up vertically through a window in the work piece slide (see
Fig. 14.3). Images of the rotating part are acquired in real time, that is,
25 frames/s. Also a character-seeking process takes place in real-time.
A fast algorithm for finding a line of digits is to look for structured
edges, that is, for clusters of pairs of edges. This algorithm uses a
standard recursive edge detection algorithm that is adapted to this task
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a b

Figure 14.5: a Marking of the red-hot steel slabs: The metal power marker can
be seen on the left-hand side of the image. b Steel slab with marking being
identified. the camera is enclosed in the housing on the right hand-side of the
image. The lamp is mounted on top of the housing.

[see 6] (see also Volume 2, Chapter 11.4.1). As soon as the marking is
found, 5 consecutive images are stored and character recognition takes
place on these 5 images. The time limit for a complete circle including
lift up, rotation, character search, reading, and let down is 25 s. For
an optimal result even with scratched or distorted characters reading
takes place with up to 3 different parameter sets using between 1 and
6 s. The identification rate is better than 98% for all castings.

Figure 14.4 shows an example of the imaged markings found in real-
time (left) and the binarized and read digits on the right. If a marking
cannot be read by the system, which is usually the case for heavily
distorted or scratched characters, the assembly line is blocked and the
user has to type in the code he sees on the monitor. The assembly line
is also blocked if a code is read that is different from the preset one,
that is, when a false part is on the assembly line.

14.5.2 Identification in steel plants

In steel plants the goal of identification is total quality management,
with the superior intention of ensuring constant quality for the final
customer. The parts are marked with characters because they can also
be read by humans. The marking is either applied in the hot area (800-
900 °C) by spraying metal powder characters or in the cold area (mean-
ing areas with temperatures below 400 °C) by the dot paint method.

The site of the system described here is the continuous casting ma-
chine of a German steel plant (see Fig. 14.5). After the chill form the
steel is moved over a roller table. At this roller table parts are cut from
the billet, the so-called slabs. This cutting process is done by a gas
cutting installation that is moving along with the steel billet.
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a b

Figure 14.6: a Original image of a marked steel slab seen from the camera,
b processed (binarized) and identified image.

After being cut the slabs are marked with an individual ID number.
To ensure subsequent identification of the slabs a first identification or
verification takes place right after the marking. At this point the surface
temperature of the steel at the cut edge is approximately 800-900 °C.
In addition to the heat of the hot slabs the characteristic radiation of
the red hot steel is of major importance to any image processing sys-
tem. The characteristic radiation must not interfere with identification
quality. This problem is solved by using a special illumination in the
green spectral range with the use of cut-off filters and additional hot
mirrors to protect these filters and the optical system. The distance
from the camera to the steel slabs is approximately 1 m, the imaged
size is approximately 0.85 m. The camera is enclosed in a water-cooled
steel housing.

In addition to the environmental conditions the mixed marking qual-
ity and especially the structured background together with outdoor and
daylight operation is a major challenge here. The cut edge that was pro-
duced by the gas cutting installation shows irregularities, such as thick
grooves. Figure 14.6 shows the cut edge of a steel slab seen from the
camera system. An identification rate of greater than 98 % was achieved.

14.5.3 Identification of license plates

The application described here and in Fig. 14.7 is installed at a waste
disposal site. The entrance and exit areas are monitored for goods
movement and general security. At the entrance and exit area the trucks
have to stop at a weighing station. The driver has to identify the cus-
tomer through an ID card with a magnetic stripe. The position of the
truck is known up to ±1 m. The card reader gives a trigger signal that
starts the identification process of the truck, that is, the identification
of the license plate. The image processing system starts the image ac-
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Figure 14.7: The OCR system VICODE identifies the license plate of the garbage
truck at the entrance. Simultaneously the truck is weighed and the driver has
to identify himself. The camera system can be seen on the right-hand side of
the image.

a b

Figure 14.8: Typical examples of license plates imaged by the camera system.
Both images show the problems for an automated search and identification
algorithm.

quisition that is adapted to outdoor use by applying an infrared lamp
with adequate color filters. The range of vision is 0.9 by 1.2 m. The dis-
tance between the camera and the license plate is 3.0 m at an angle of
approximately 35°. The described setup also takes care of the process
inherent position and distance tolerances. In addition to the standard
process described in Section 14.4.1 an additional search algorithm is
used to find the license plates in the acquired image. Similar to the
algorithm designed for detecting the presence of characters (see Sec-
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Figure 14.9: Example of a package label. The customer is supposed to write
the reason for returning the goods into the two white boxes. In practice, many
customers do not write the numbers into these boxes. In these cases the image
processing system has to separate the handwriting from the background colors.

tion 14.5.1) this algorithm is based on the presence of structured edge
pairs. Using the constraint that characters have a certain stroke width
and structure this algorithm is capable of finding license plates on a
randomly structured vehicle front. In addition, special algorithms are
used to cope with typical disturbances like screws, dirt and tags. The
multifont capability allows for the processing of older German license
plates as well as the new so-called Euro license plates. Additional fonts
could be taught and handled as well (see Fig. 14.8).

Due to the required time limit of several seconds a single computer
system can perform both the entrance and exit identification but sim-
ulates two independent identification systems towards the host com-
puter. After the automated identification of the vehicle data at the exit
weighing station a deduction can be automatically printed for regis-
tered customers.

The identification rate is limited by damaged or extremely dirty li-
cense plates. The system also cannot read license plates that are not
properly fixed at the vehicle front (e. g., behind the window). There-
fore a standard procedure that takes care of nonreadable license plates
was included. The image of the video camera is displayed at the moni-
tor in the central office for manual input. Based on the experiences at
this waste disposal site an identification rate of 95 % under “real world
conditions” can be reached.
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Figure 14.10: Example of package labels, which are processed in any given
orientation at a conveyor belt speed of 0.5 m/s.

14.5.4 Identification of mailing labels for the mail order industry

Mail order houses guarantee their customers a right of return in case
they dislike the ordered goods. This leads to a large number of returned
goods that have to be handled by the mail order companies. These
returned goods have to be identified and returned to stock. The reason
for returning the goods has to be given by the customer—coded as a
handwritten two-digit number on the return label (see Fig. 14.9). This
information is handled for statistical reasons.

In this application differently packed returned goods are transported
past the identification system. The packages are placed by hand on a
0.6 m wide conveyor belt that has a speed of 0.5 m/s. The size of the
goods varies from single packing labels to larger parcels with sizes
of up to 500 mm × 400 mm × 300 mm. The parcels are labeled with
a standardized return label that has a 22-digit barcode and a field for
two handwritten digits. The shape of the returned goods is only limited
by a maximum size. Therefore the labels can have any orientation and
can even be corrugated (see Fig. 14.10). In addition label orientation of
±50° against the horizontal is also allowed here.
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To fulfill this task a system combining a barcode and OCR reading
software was set up. The sensor unit was designed so as to cover the
full height of 300 mm and the full width of 450 mm. This was done by
8 matrix cameras and a Xenon flash illumination to minimize motion
blur.

After the startup the complete imaged sector is searched for labels
without an extra external trigger. For this search the mapped and cal-
ibrated images of all sensors are digitized in real time and a search
algorithm that searches the barcode is activated. If a single image con-
tains only part of the barcode the information is put together from the
adjoining images.

Starting from the barcode position the possible image sectors that
contain the handwritten digits are calculated. The identification proc-
ess described in Section 14.4.1 was extended by classification modules
for classifying handwritten characters by a structural analysis and a
so-called knn classifier [see 7].

The automatic handling of returns considerably increases the ca-
pacity. Due to the program’s sturdiness regarding the quality of labels
the use of high-quality labels is not required.
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15.1 Introduction

The quantitative acquisition of the movement of certain objects in a
video sequence, motion analysis, is required in many fields. In sports,
the training progress of athletes must be examined quantitatively; in
medicine, people’s progress in rehabilitation must be measured espe-
cially for gait analysis; in industry, car crash tests must be recorded
and analyzed exactly.

A motion analysis system, therefore, usually consists of a video cam-
era, a digitizing unit, and a PC with a certain software to acquire object
locations for each image. For the analysis of fast events, digital high-
speed cameras are often used.

Although analysis of the video sequences is often still done man-
ually, there are several approaches for automatic tracking algorithms.
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The task of these algorithms is the automatic recognition of certain
objects within the image, the determination of their locations, and the
tracking of those objects along the complete sequence. Typical ap-
proaches for this task use special markers applied to the moving ob-
jects. Often circular-shaped markers, black or white or reflective, are
used. Feature extraction and classification then detects the position of
each marker in each image.

After an overview of existing techniques for motion tracking, an
automatic motion analysis system is presented, which overcomes the
restrictions of using special markers. The main components, includ-
ing adaptive template-matching based tracking, neural net approxima-
tion, and 3-D calibration, are explained to show how combined image
processing and pattern analysis algorithms form a complete motion
analysis system.

15.1.1 Definition of terms

The task of visual motion tracking, also often called motion analysis,
is the spatial and temporal acquisition of moving objects in image se-
quences. Each object position is determined in either abstract coordi-
nates (pixels) or in physical units (meters). All locations of an object
in successive images of the whole sequence make up the so-called tra-
jectory. Therefore, a trajectory is a discrete time function. Figure 15.1
gives an example of an image sequence and the corresponding trajec-
tory.

Extracting trajectories of moving objects in image sequences is in
principle possible using two different approaches: manual or auto-
matic. For both methods, computers can increase performance as well
as accuracy.

15.1.2 Requirements of motion analysis

The analysis of moving objects is required in many fields, with specific
and varying constraints. Here is an overview over the main fields of
application:

Automotive industry. In car crash tests, both the movement and de-
formations on dummies and the car parts itself need to be analyzed.
As the experiments are taken under controlled conditions, it is no
problem to apply markers on the parts that are of interest. Also
the time for analysis is not critical and can take up to several days,
whereas the precision of object locations and computed accelera-
tions is very important. High-speed cameras must be used to suf-
ficiently record the fast movements. Typically, 1000 frames/s or
more is used.
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Figure 15.1: Example of an image sequence (5 sample frames out of a total
of 20, for full sequence, see /movies/15/test.mov) of a tennis ball hitting a
racket. The horizontal position of the marked point on the racket over time
defines the trajectory. Here, it visualizes the horizontal swing of the racket.

Machine part inspection. To investigate the behavior of machines in a
production line, it is normally not possible to apply any markers.
As already mentioned, requirements are very high for precision and
recording speed.

Sports equipment. To investigate the material of, for example, rackets
or sport shoes, it is often possible to attach markers to the equip-
ment. What differs from the forementioned industrial applications
is the requirement of fast analysis—often, the many test-rows that
are taken require fast results. Precision requirements are some-
times very high, as measuring, for example, angle velocities on the
human foot requires very high accuracy. Recording speed is usually
in the middle high-speed camera level, about 200 frames/s is mostly
sufficient.

Athlete training. For the comparison and improvement of athletes, mo-
tion trajectories of certain exercises are gathered and analyzed. Here
it is often not possible to apply markers to the athletes in compe-
tition. Therefore, and because of the high deformability of human
body parts, object locations sometimes vary with an uncertainty in
the range of centimeters. Nevertheless, higher precision would be
preferred. Human movements are often recorded with standard
video cameras or with high-speed cameras of 200–500 frames/s.
There are, of course, certain movements like a golf swing, that re-
quire an even higher frequency.
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Medicine. The main medical application, clinical gait analysis, is usu-
ally done in a laboratory under controlled conditions. Markers can
be applied to the patient, who is usually observed by two to four
video cameras for 3-D measurements. The time requirements to get
the results vary from close to real-time demands of up to several
hours, if a complete clinical report is intended. Another medical
application, the analysis of vocal cord vibrations, differs in the re-
quired sampling frequency—here, usually several thousand frames/s
is needed.

To summarize, there is a wide variety of applications for motion
tracking. Generally said, the higher the frequency, the more data needs
to be analyzed, and the higher are the performance requirements for
the motion analysis system.

15.1.3 Methods of motion analysis

Today, the most common method for motion analysis extracts the ob-
ject locations manually for each individual image frame. A typical work-
ing place consists of a remote controllable VCR connected to a com-
puter with a video overlay board. The VCR is controlled by software,
which stops the videotape at the desired video frame, and allows for
selecting and clicking point locations on the overlay video. After all
locations have been edited, the controller software moves the VCR to
the next video frame. After this manual point acquisition (often con-
fusingly called “digitizing,” but this does not necessarily imply that the
video images are converted to digital video), the trajectories are digi-
tally stored and ready for further analysis (e. g., calculating velocities,
accelerations and frequencies). As an example: Until the late 1980s, the
analysis of vocal cord vibrations was done manually. Childers [1], Tan-
abe et al. [2] marked the tracking points on the vocal folds using a
light-pen on a computer screen. This task took about one hour for
approximately 100 image frames.

Manual motion analysis benefits from an experienced operator, who
can identify locations from experience under circumstances where au-
tomatic image processing fails. On the other hand, this method is very
time consuming and not very precise (although the software could be
able to use tools such as digital zooms for precise point location, the
operator will normally edit points at pixel accuracy only).

Advances in image processing have led to automatic approaches
for motion analysis. The automatic methods can typically be separated
into online (real-time) and offline (after recording) tracking. Both of
them usually require markers on the objects to be tracked. Markers
can be passive or active by reflecting or emitting light, they are usu-
ally round, sometimes 3-D or even colored. In Fig. 15.2 several typical
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Figure 15.2: Typical markers: White or black circles for fast detection; more
complex shaped markers for offline analysis.

markers are depicted. For real-time requirements, simple segmentation
algorithms must be chosen to acquire the center of the markers, and,
therefore, usually black or white markers are used. For offline analy-
sis, more complex markers and algorithms can be used for the task of
object detection.

Marker-oriented methods can only be used when the objects to be
tracked are suitable for marker applicants. For some special tasks, es-
pecially with nonrigid motion and deformation, like the human heart,
air bags, clouds, these methods are under normal conditions not appli-
cable. Therefore, recent publications tend to concentrate on qualitative
motion detection, trying no longer to determine only the movement of a
single object point, but to calculate motion fields of compound objects.
See Volume 2, Chapters 14 and 15.

Although those methods are designed to deal with very complex
scenes, they are only partially valuable for the typical motion analysis
problem—which involves determining the exact movement of a certain
object point.

15.2 Flexible automatic motion tracking

Only recently, scientific image processing know-how has moved from
static scene analysis to more complex motion analysis applications. By
means of pattern recognition algorithms and neural net technology, the
task of motion analysis has been made more flexible and powerful. In
the following, our motion tracking system is described, by referring to
the most common problems in motion analysis, and their new solutions
in the presented system.

15.2.1 Object tracking

Instead of using black/white or reflective markers, the flexible tech-
nique of template matching [3] is used. The procedure of template
matching is basically as follows: A small area surrounding the point to
be tracked is used as the template. This template is then searched for
in the next image frame by use of correlation techniques. The location
with the highest correlation result is the best match between template
and image (see Fig. 15.3).
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Figure 15.3: Original image (left) showing a ball and a tennis racket; tem-
plate (middle) used for correlation; correlation surface (right)—highest value
indicates best matching position.

Figure 15.4: Example sequence with the corresponding adapted templates. The
rectangular area of the respective templates is drawn as a white rectangle in
the images.

Template matching is a very flexible and powerful method for track-
ing objects with small distortions from one frame to the next. By adapt-
ing the templates along the image sequence, even larger deformations
can be tracked [4]. The adaptation used here consists of a selection of
basically three adaptation rules:

• If there is a large change between the original and the new template
location, the new template location is selected. In this case, tem-
plates are completely exchanged by their new shape.

• If there are small changes between original and new locations, an
averaged version of old and new template is computed and used
as the new adapted template. By doing this, small derivations due
to noise are averaged, thus increasing the tracking stability against
noise.

• If there are only minor changes between original and new loca-
tions, the old template is used. This is very important for objects
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with translations by amounts smaller than one pixel: An adaptation
would lose the subpixel shift information.

Figure 15.4 shows the adaptation phases of a template of a rotating
object: The first template is the original object subimage, the template
is then adapted to the (rotated) subimage in the second image, and so
on. By using this kind of adaptation, even large rotations can be tracked
in an image sequence. The necessary precondition is, of course, that the
changes from one frame to the next are small enough for the template
matching to still locate the object correctly.

15.2.2 Precision

When using image processing algorithms, point locations can be deter-
mined within subpixel accuracy [5]. Subpixel techniques can, by means
of interpixel interpolation and subsampling, improve the object detec-
tion location to fractions of a pixel. For the application in motion track-
ing, an average location accuracy of 0.05 pixel has been reported [5].
This enhancement in location precision is especially useful when calcu-
lating derivatives from the trajectories, because then the typical noise
induced by pixel errors is reduced dramatically.

A simple algorithm for subpixel measurement is the interpolation of
the correlation values. Considering only one dimension, the correlation
neighborhood can be shown as follows.
H is denoted as the hitpoint, that is, the point with the highest corre-

lation value. BothH−1 andH+1 must, of course, have lower correlation
values. Let the correlation value be fm at location H, fl at H−1, and fr
at H + 1. By these 3 points, a parabola is well defined. The maximum
of this parabola determines the subpixel hitpoint Hsub:

Hsub = H + fr − fl
2(2fm − fr − fl) (15.1)

Investigations of this method showed that an average error of about
±0.13 pixel can be achieved [6].

Instead of a parabolic approximation, the three values fl, fm and fr
can be interpreted as bars with a corresponding mass. The center of
mass then yields another value for the subpixel point:

Hsub = H + fr − fl
fl + fm + fr (15.2)

Here, investigators reported a slightly better average error of about
± 0.10 pixel [5]. But, when comparing those two methods, an interest-
ing symmetrical behavior can be recognized (see Fig. 15.5), which was
proven in [7]. Therefore, the arithmetic mean of both methods yields
a much better precision: The average error of the combined method
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Figure 15.5: Comparison of parabolic and center-of-mass approximation; for
test sequence and test results see /movies/15/test.mov and /images/15, re-
spectively.

is about ± 0.05 pixel, measured both on artificial and real images [7].
In the system described here, this improved method was implemented,
thus enhancing pixel accuracy of object tracking by a factor of 20.

15.2.3 Occlusion

Tracking objects that are partially occluded by another one is not only
a problem for automatic algorithms, but even human operators can
only judge from their experience the location of an occluded point. For
example, in typical gait analysis, one leg occludes the other; even hip
positions may be occluded by the patient’s hand. An example is given
in Fig. 15.6: By tracking the hip, knee and foot in a walking cycle of one
second, the trajectories are divided into 6 gaps because of occlusion.

When more than two cameras are used, occluded points can be re-
constructed with the knowledge from at least two camera views. But
when only up to two cameras are used, the gaps in the trajectories
have to be interpolated. The new approach of our system for solving
the occlusion problem is by means of neural net approximation.

Neural nets have the ability to learn complex nonlinear functions by
just presenting them a set of input and desired output values. While
this ability is normally used for class separation in classification tasks,
it can be used as well for the approximation of functions.

When a neural net is trained with all values of a trajectory, it builds
an approximation of the underlying function. After the training phase,
all missing points can be reconstructed [4]. In our system, a standard
backpropagation perceptron was used with a simple topology: The in-
put layer consists of one neuron (for the time scale inputs), the hidden
layer uses several neurons for functional approximation, and the out-



15.2 Flexible automatic motion tracking 337

Figure 15.6: Picture of a gait analysis experiment (left); xt trajectories showing
gaps caused by occlusion (upper right); yt trajectories: Hip, knee, and foot
shown from top to bottom (lower right).

put layer again consists of one neuron (for the spatial outputs). The
sigmoid function was used in all neurons.

What follows is an example of the learning behavior of such a neural
net. From the example of the introduction, a gap was introduced into
the trajectory of the tennis racket sequence.

By using a 1–6–1 neural net the time values were presented as input
values, and the horizontal coordinates were presented as output values.

After the termination criterion (each single pixel error below 0.1)
has been reached, neural net approximation terminates and fills the
gap. In the example already mentioned, comparison with the perfect
original values showed an average approximation error of about one
pixel, which, considering the difficult position of the gap (maximum
peak), can be considered as a very good approximation.

Training a neural net is very time consuming. The foregoing exam-
ple needed 105 s of computation time on a PC Pentium 150 MHz. On
the other side, neural net approximation has several advantages:

• No approximation function (polynomial order etc.) has to be se-
lected

• The whole shape of the trajectory is considered

• Complex nonlinear functions can be approximated

These advantages are very useful for practical applications like the
gait analysis example of Fig. 15.6: The gaps in the trajectories of the
walking cycle can be filled automatically without any user interaction,
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while considering the different shapes of each individual trajectory.
The 12 gaps overall (6 in each x- and y-direction) are interpolated within
about three min with our software on a PC Pentium 200 MHz.

15.2.4 Three-dimensional calibration

To obtain 3-D metric values out of the tracked points, at least two cam-
eras must be used. When all camera parameters are known to the sys-
tem, the 3-D coordinates can be calculated out of a pair of correspond-
ing 2-D point coordinates. Considering standard stereo vision, for every
point in the left image a corresponding point in the right image must
be found. This correspondence problem is not commonly solvable.

By applying some interaction, however, software can do valuable
work in this area. The basic idea of our system is therefore not to
solve the correspondence problem with a computer algorithm, but with
human help. The rest is done automatically by the software.

In practice this means that—equal as in the 2-D case—all object
points to be tracked are edited manually for left and right image. The
critical task of finding the proper correspondence is by this way estab-
lished by the human operator. All other frames of the sequence can
now be tracked automatically, following the principles already laid out.
Real 3-D world coordinates are computed after tracking by use of the
stereo trajectories. To achieve this computation, cameras have to be
calibrated.

For flexibility, the calibration method must allow an arbitrary po-
sitioning of both cameras. The task of the calibration method is the
computation of all internal (focal length, lens distortion) and external
(rotation and translation angles) parameters of each camera. To cali-
brate a camera, usually a calibration model is placed in the area of in-
terest. The precise 3-D measures (so-called “ground truth data”) of the
calibration model are known. The camera takes a picture of the calibra-
tion model, and the projected x- and y-coordinates of each calibration
point are determined. By solving the equations of the mathematical
camera model, all camera parameters can be determined.

We implemented the calibration method suggested by Tsai [8]. Cali-
bration models to be used can be both coplanar and noncoplanar. Non-
coplanar (volume) models have the advantage of giving more precise
calibration data over the coplanar models, which in turn are easier to
handle (see the noncoplanar model in Fig. 15.7).

The calibration process, which has to be done only once as long as
the cameras are not moved, may take some minutes. After getting all
camera parameters, it is easy to calculate the 3-D world coordinates out
of the two stereo trajectories.

Camera calibration seems to require much effort. Nevertheless,
there are several advantages over restrained stereoscopic methods (e. g.,
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Figure 15.7: Example of a noncoplanar calibration model; calibration points
are the spheres on the stick crosses. This model spans a room of 2×2×1 m3,
which are the minimum requirements for human gait analysis.

using two cameras with fixed distance, a common axis and equal focal
length):

• Any arbitrary number of cameras can be used, as each is calibrated
separately.

• Different types of cameras can be used; the user is not restricted to
a special device.

• By allowing up to 200 calibration points, high precision calibration
results can be achieved.

15.2.5 System integration—the software WINanalyze

The overall integration of the described algorithms and methods have
led to the 32-Bit Windows software named WINanalyze. The design
is object-oriented: Each single tracking object has its own adjustable
parameters for the tracking algorithm, the template parameters and
the visualization. The amount of object points for tracking is virtually
unlimited (depending on the amount of memory of the PC system).

As input, WINanalyze reads in digital video files—either in binary
raw data, or in the widely spread AVI format. By specifying several
video files taken from several cameras, 3-D motion analysis can be
achieved with up to 10 different camera views.

Several template matching algorithms are integrated which, in com-
bination with customizable prefiltering of the image sequences, offer
the user flexibility in tracking different objects under different con-
ditions (for example, one tracking algorithm eliminates lighting vari-
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Figure 15.8: WINanalyze—realization under Windows 95/NT. A stereo image
sequence for gait analysis is shown, partially filtered with a high-pass filter.
Two points were tracked on the leg. The chart on the upper right shows the
horizontal trajectory of both points. In the lower right, the distance of both
points along time is shown.

ations, while another one takes color information into account (see
Fig. 15.8).

15.3 Sample applications

15.3.1 Automotive industry

In car crash tests, markers are tracked on dummies and steering wheels.
Car crash tests are nowadays typically recorded with digital high-speed
cameras at 1000 frames/s with a resolution of 512×512 pixel. One sec-
ond of recording, therefore, requires 256 MB of storage space. Track-
ing an object with WINanalyze throughout such a large sequence takes
about 5 min on a state-of-the art PC. After the acquisition of the trajec-
tories, the acceleration data is especially useful for analysis of the test.
Comparisons of our motion tracking system with other acceleration
measuring instruments showed a good correlation [9] (see Fig. 15.9).
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Figure 15.9: Impact of a test dummy on a steering wheel in a car crash test
experiment. Three images of the overall sequence are shown on the top. On the
lower left, the first derivative diagram shows the strong decrease of the head’s
velocity at the time of the impact. At the lower right, the second derivative
clearly shows the acceleration along time.

15.3.2 Sports industry

To test the stability of sport shoes, ADIDAS [10] used a high-speed
camera at 200 Hz to record the impact of the foot as seen from behind.
The angle between the heel and the ground is calculated to compare
the stability of different shoes. One image sequence consists of ap-
proximately 50 frames, in which four points have to be tracked (two
on the ground for the horizontal axis, and two on the shoe for the heel
axis). Within three days, 1000 of these sequences have to be analyzed.
ADIDAS makes these test-rows approximately six times a year. There-
fore, rapid analysis is vital for this kind of industrial application. With
WINanalyze, the desired results are available after about 30 s (including
tracking and angle calculation) on a PC Pentium 200 MHz. Figure 15.10
shows a sample out of a test sequence. Sometimes markers are ap-
plied to the shoes, sometimes features on the shoe and the ground
are used for object tracking. Because of the strong deformations at the
touchdown phase, template adaptation is very important for successful
tracking in this application.
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Figure 15.10: Shoe stability test example. The left image shows one frame of
the sequence; two points on the shoe and two objects on the ground define the
angle to be measured. The right image shows the calculated angle over time.
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Figure 15.11: y ′′-t diagram.

15.3.3 Physics

Often the computation of physical constants is used to verify the results
of motion tracking. Therefore, an experiment to calculate gravity is
presented here. A metal ring was released along a metal stick (used
as a calibration model). The falling object was recorded with a high-
speed camera at 202.7 frames/s with a resolution of 128×128 pixel.
The sequence consisted of 20 frames.

With the correlation algorithm, the falling ring was tracked automat-
ically. Additionally, the sequence was analyzed by a human operator
with pixel accuracy. The vertical components of the trajectories were
then differentiated and compared. Figure 15.11 shows the comparison
of the second derivative of each automatically and manually tracked
trajectory.
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As can be clearly seen, the acceleration values of the manual trajec-
tory are much less close to the correct value. To determine the earth
gravity constant g ≈ 9.81 m/s2, both trajectories were approximated
by a quadratic polynomial1.

The now constant acceleration is calculated as 9.39 m/s2 with man-
ual tracking, and 9.74 m/s2 with automatic tracking. The better cor-
respondence to g is the result of the subpixel-precise object location
used in our system.

This example summarizes the main advantages of the automatic
tracking system over manual tracking: The acquisition of points is
much faster and more precise. In addition, as long as there are dis-
tinct features on the object to be tracked, the appliance of markers is
not even necessary.

15.4 Conclusion and remarks

Motion analysis when done manually is both ineffective and inaccurate.
More efficient approaches for its automation make use of online (active)
marker systems and marker-based off-line analysis tools feasible. The
latest innovations use pattern recognition algorithms for more flexible
motion tracking.

In the WINanalyze system presented here, object detection was au-
tomated by use of adaptive template matching. By applying subpixel
precision methods, the matching accuracy could be enhanced by an av-
erage factor of 20. For one of the major problems in object tracking,
the occlusion of objects, a new approach using neural nets is described.
To gain real-world coordinates of the tracked pixel positions, a flexible
camera calibration routine was added.

The system is used in many fields:

• In the industrial field for machine inspection and car crash tests, in
combination with digital high-speed cameras [4].

• In biomechanics in combination with EMG devices for the analysis
of human movement, such as clinical gait analysis [12].

• In sports for material research and athlete training analysis.

The system tracks well when the object to be located has some dis-
tinct features, and shows limited distortions from one frame to the
next. However, under circumstances where the object of interest is
not clearly visible, or can not be distinguished from its surroundings,
improvements in object recognition have to be made. More a priori
information about the scene and the properties of the objects in the

1The parabolic approximation of measurements in this experiment is a typical pro-
cedure in experimental physics (e.g., see [11]).
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scenes have to be taken into account. Many researchers work on the
modeling and recognition of objects for motion analysis. Therefore,
the move from “low-level” to “model-based” image processing is the
next step in enhancing automatic motion analysis.
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16.1 Introduction

Three-dimensional image metrology has become a well-accepted tech-
nology for industrial quality control. Its use is spreading into produc-
tion areas, either as an in-process quality control system or as a sys-
tem controlling, in the sense of guiding, production machines. Three-
dimensional image metrology is used in this contribution to refer to
high-accuracy 3-D image metrology using digital images and targets. It
is characterized by a relative accuracy of 1 part in 10,000 and better,
where the relative accuracy is defined as the accuracy of the 3-D spatial
coordinates of a point divided by the largest extent of the object.

The development of 3-D image metrology can be divided into the fol-
lowing phases (see Gruen [1] for an extensive overview). Early develop-
ments included the calibration of vidicon tubes for measurement appli-
cations [2, 3, 4] and position-sensitive devices [5, 6]. The first investiga-
tions with area array cameras were performed by El-Hakim [7], Real [8],
and Haggrén [9]. In the mid-1980s, a small number of groups started
to work on 3-D image metrology systems (e. g., El-Hakim [10], Haggrén
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[11], Real and Fujimoto [12], Gruen and Beyer [13]). The author of this
contribution was fortunate to be part of one of these groups, working to
develop a series of prototype quality control systems in 1985. By 1986,
the typical accuracy achieved with area array sensors, usually charge
coupled devices (CCDs), were in the order of 0.1 of the pixel spacing.
In the following years, greatly improved target localization methods
and calibration techniques were developed. These developments were
building on existing techniques that were developed between the 1960s
and the 1980s. Other advances included improvements in the camera
and frame grabber electronics (e.g., [14, 15]). By 1992, the measure-
ment accuracy with area array sensors approached 0.01 pixel in 3-D
measurements (e.g., [16]).

In 1992, CCD sensors attained resolutions of 1000 × 1000 pixels,
and the first portable camera with digital storage, the Kodak DCS100,
became available. This type of camera was a breakthrough and still
dominates the market. The Kodak DCS100 had a sensor with 1528 ×
1024 pixels with a separate hard disk unit for image storage. The intro-
duction of the Kodak DCS200 camera brought the next important step.
It had an integrated disk which allowed 50 images to be stored. Once
the disk was full, the camera was connected to a computer via a SCSI
cable for image transfer. This camera promised to achieve a relative
accuracy sufficient for many industrial applications. This led to a rev-
olution in the use of metrology systems for industrial quality control.
The new CCD-camera-based 3-D image metrology systems were so fast
that users of this new technology were already analyzing the measure-
ment results, when they were used to developing the film in a laboratory
as required by traditional, film-based, measurement systems.

The first industrial 3-D image metrology systems were offered by
several companies and installed in the early 1990s. The following years
brought about large improvements in terms of turnaround speed, user
friendliness, and accuracy. These were achieved through major im-
provements in algorithms and hardware. The high performance and
specific know-how included in these systems has generated a niche
market with a few highly specialized manufacturers. Most of the sys-
tems can be characterized by the following elements:

• Special targets (retroreflective targets, LEDs, high contrast object
features, etc.) are used to signalize the points of interest. This is
done to provide for an optimum contrast.

• These targets are either used as stick-on targets, as adapters to fit
into tooling holes or other elements, or on touch probes.

• Special and/or adapted cameras are used where the geometry of the
camera is more stable than in standard cameras.
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• The relative accuracy (standard deviation of object coordinates di-
vided by object size) of 3-D measurements is better than 1 part in
10,000.

The major factors that have led to a wider acceptance of 3-D im-
age metrology systems in the industrial market are generally not as
apparent. The most dramatic influence was the consistent use of so-
called “coded” targets and the automatic establishment of the corre-
spondence of standard targets. As late as 1994, users of 3-D image
metrology systems had to manually identify 4 points in each image,
and then have the system compute the orientation of the image. This
was a very time consuming and tiring process. The use of “coded” tar-
gets allowed the user to simply press one button and have the system
perform this task, with a much smaller error rate. This process was im-
proved so much that by pressing one button a complete set of images
can be measured automatically. In 1995 the labeling of standard tar-
gets, that is, targets without a code, still required manually identifying
and labeling a point in at least two images. Today, the operator needs
to label points in one image only or simply leave the (arbitrary) label-
ing completely to the software. These improvements reduced the time
spend on one image from minutes to seconds. Other improvements,
such as the integration of processing units into the camera and the in-
crease in resolution, are equally tremendous achievements but did not
contribute to the same extent to the reduction in measurement time
and/or functionality/performance of the systems. The largest contri-
bution to the acceptance of the systems in the marketplace is the fact
that they have become sufficiently easy to use. Even production per-
sonnel uses them “just like a drill or a hammer.” In the next section, a
few applications will show the challenges to be met by such systems,
the material and methods used, and the implications and advantages
for the user of such systems.

16.2 Geometry check of wing roots

The interface surfaces between wing and fuselage are areas where large
forces must be transferred. It is thus very important that these inter-
faces conform to the defined geometry. Deviations lead, among other
effects, to increased stress in these areas, and, thus, a lower life ex-
pectancy of the wing. The interface areas are checked before each wing
is shipped to the integration site. In these checks the positions and
angles of a large number of surfaces need to be verified.

Figure 16.1 shows a wing root with an operator posing with a camera
(images are not taken that close). The camera has the typical circular
flash to illuminate the targets. Different target adapters can be seen on
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Figure 16.1: Operator and wing root showing camera with flash, target
adapters on wing and scale bar to the right (Photography courtesy of British
Aerospace Airbus).

the bottom and on the top of the wing root. On the right-hand side, a
scale bar is visible.

Traditional techniques, that is, industrial theodolite systems, re-
quired that each wing remain completely stable for approximately 5
h. This in effect means that production is stopped for this period of
testing, directly affecting throughput. The major aim of using a 3-D
image metrology system was to reduce production interruption to a
minimum. The solution to this occurred as a result of the develop-
ment of special adapters (mechanical constructions with targets where
the geometric relation of targets to mechanical references is precisely
known, see Fig. 16.1) which can be placed and removed while produc-
tion continues unaffected. This effectively reduced the time during
which production must be stopped to the time required for acquiring
the images, which is only 5 to 10 min. The complete process today
includes the following steps:

• Application of the adapters and other targets. The exact placement
of the adapters is not critical. Some of the other targets are placed
in reference holes, which define the coordinate system of the wing.

• Two or more scale bars are placed within the measurement volume.
They assure the traceability of the measurements to a national or
an international standard.

• Images are taken (typically 20 to 30 images). An Imetric/Kodak
DCS420 camera is used for this purpose. The images are stored
on PCMCIA disks.

• The data is transferred from the PCMCIA disk to a desktop com-
puter.
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• The images are processed automatically using “coded” targets and
approximations for the 3-D location of all other targets. Once all
targets are measured in all images, the 3-D coordinates of all targets
are computed, the coordinates are scaled using the certified values
of the scale bars, and transformed into the coordinate system of the
wing. The measurement results are then compared to the nominal
values, and protocols are produced.

The total process takes only a few hours. This allows production to
make sure that eventual deficiencies can be corrected in the jig before
the next wing is build.

Another revolution involved handing over each system to produc-
tion personnel. It was deemed more productive if the same personnel
who build the wings also inspect them. The metrology department
of that manufacturer prepared a detailed guide for this measurement
task, trained the production personnel, and successfully handed over
the complete job. This proved that a relatively complex technology
such as high-accuracy 3-D image metrology can be successfully used
by non-specialists with proper preparation and training. Two or more
wings are inspected per day and further increases are expected to occur
within the next years.

Due to the importance of accuracy, the requirements of this appli-
cation are rather stringent. Any erroneous measurement resulting in a
stringer being out of tolerance, could lead to large payments. On the
other hand, a deficiency which is not detected may result in fit-up not
working correctly. This could lead to production interruptions that are
even costlier. The customer thus went through extensive acceptance
and introduction procedures lasting for almost one year. One of the
tests was to show the repeatability of the system. In this test, a re-
peatability of 0.015 mm was demonstrated in all three coordinate axes
on a wing root spanning 2.8 × 1.0 × 0.5 m, resulting in a repeatability
of 1 part in 168,000. This is an outstanding result considering that a
sensor with 1548 × 1024 pixels was used. The typical measurement ac-
curacy in the images for this application approaches 0.01 pixel under
practical conditions. This is only possible by adjusting every detail of
the process.

16.3 Three-dimensional image metrology in shipbuilding

A shipyard that started to test the technology in 1993 and implemented
their first system in 1994, is used here to show the impact 3-D image
metrology had on shipbuilding (for more details, see [17]). The shipyard
has used the systems for a large number of applications. Over the years
they have implemented all improvements as they became available such
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that today they use the highest resolution cameras and latest software
available.

With most production techniques, a ship is built by blocks called
units, which can be economically manufactured in factories. The as-
sembly of these blocks is usually achieved by leaving excess steel at
the interfaces, which is cut during the erection process. One of the
traditional techniques to determine the excess amount of steel was to
position the unit on the ship and trace the line where the cut must oc-
cur. The unit is then removed from the ship and the excess steel is cut
away. The unit is then positioned on the ship and welded to the exist-
ing structure. This process is extremely time consuming as it involves
three moves of the unit versus one, and it is not accurate. Using 3-D
image metrology, the interfaces are measured while the unit is sitting
in the factory or in an intermediate storage area. The interface area on
the ship is also measured. Comparing the two measurements allows
the exact cut line on the unit to be determined. As this user of the
technology was an early adopter, it provides a good example to discuss
the effect of the improvements. The typical measurement process con-
sists of the following steps: the locations of the targets on the interface
area are defined in CAD. A map with all target locations is provided to
the persons applying the targets. Simple magnetic targets with a retro-
reflective surface are used as the accuracy requirements are not too
extreme. This task is relatively easy and requires only 1 to 2 h for the
5 sides of a unit (see Fig. 16.2). Images are acquired with the help of a
cherry picker. This typically takes about 1 h when all 5 sides of a unit
are to be measured. The images are thereafter transferred to the anal-
ysis system. There, the orientations are computed automatically using
the coded targets. The labeling of all other targets can be done auto-
matically by transforming the data into the coordinate system of the
ship and using the nominal locations of the targets. Another option is
to use the coordinates from a former measurement of a unit or to label
them manually. Using the currently available software, the processing
can be achieved within 1 h.

The initial system used Kodak DCS200 cameras. Whenever the disk
of the camera was filled, that is, after 50 images, the camera had to
be brought to the office to download the data. This was a significant
drawback for larger projects. Furthermore, coded targets and other
automated algorithms were not available at that time. Tests in 1997
showed that the analysis time could be improved by almost an order
of magnitude due to the introduction of those technologies. The use
of higher resolution cameras and the storage on PCMCIA disks allowed
bigger projects to be tackled, that is, projects with a larger number of
images and larger objects (up to the size of a ship).

An additional benefit of the introduction of the system was that
a thorough statistical process control could be introduced, which al-
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Figure 16.2: Typical unit with targets applied to section. All five faces of this
unit are measured in one operation. The background shows the units on the
assembled ship (Photography courtesy of Bath Iron Works).

lows, for example, the quality of each unit to be tracked from ship to
ship. An unexpected but major benefit was that work-related accidents
were eliminated. A major achievement is, furthermore, that the per-
sonnel who used to run transits and other measurement systems could
be trained to use this high-technology equipment. One could say that
this is a typical example of what proper motivation and training can
do. In terms of technology and accuracy, this shipyard has progressed
throughout the complete range of technology. The accuracy require-
ments per se do not sound overly stringent with a 1 mm accuracy over
a unit. It must be considered, though, that the environmental condi-
tions are very harsh. In summer, the units are very hot and in winter,
measurements are performed at temperatures significantly lower than
-20 °C. Thus, the relative accuracy of 1 part in 30,000 to 50,000 must
be considered as very good.

16.4 Machine control and TI2 technology

The majority of applications of 3-D image metrology systems are to
verify whether or not an object, for example, a tool or a part, conforms
to its nominal geometric shape. Although the systems are very useful,
they still only allow assessing whether or not something is out of tol-
erance and, thus, subject to rework and, in the worst case, discarding
of the part. The feedback is indirect, as the fabrication is not directly
controlled. Closing this loop allows controlling a machine with the 3-D
image metrology system while the part is manufactured, thereby effec-
tively improving the accuracy and reducing errors.
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This is exactly where the next revolution in the use of 3-D image
metrology systems in industrial applications is headed. This changes
the role from that of an “inspection system” to an integral part of a pro-
duction system, that is, a “machine control” system. One approach to
machine control was developed by a group of companies and is called
TI2 technology. The name TI2 stems from the original products used
in the initial product development, that is, the Tricept robot from Neos
Robotics (Sweden), the Imetric 3-D image metrology system from Imet-
ric (Switzerland), and the IGRIP simulation software from Deneb (U.S.).

The TI2-system technology is based on the idea of controlling the
location of an end effector directly in relation to the part by using 3-D
image metrology instead of expensive mechanical systems.

The concept of the TI2-system technology consists of the following:
the tool of the CNC-machine, a robot or another system, is equipped
with targets and precalibrated such that the relation between the tar-
gets and the tool center point (TCP) location and orientation is precisely
known. The part or object is prepared for TI2 by applying targets to
it. The targets need not be applied to precise positions, only some
reference locations must be known or a CAD model of the part must
be available. A 3-D image metrology system is used to determine the
precise 3-D coordinates of the part in the coordinate system defined
by reference locations and/or the CAD model. Now, the part can be
placed in front of the TI2 system. The TI2 system then uses the targets
on the tool and the targets on the part to determine the 6 degrees of
freedom relation between the part and the NC-machine/robot. This is
a major improvement over the use of mechanical indexing schemes.
Once the 6 degrees of freedom are determined, the NC-program is up-
dated to reflect the location of the part in the coordinate system of the
NC-machine/robot and the program is executed.

Figure 16.3 shows one setup of the system for the machining of an
attachment hole of an airplane tailcone. In this application, the coordi-
nate system is determined via the use of a CAD model of the exterior of
the tailcone. A 3-D image metrology system is used to compute the 3-D
coordinates and a special software package is used to perform the best
fit between the points and the CAD surface. The piece is then simply
placed in front of the NC-machine, in this case a very rigid robot. The
system determines the relation between the piece and the NC-machine,
updates the program, and machines the hole. This application demon-
strates several features of the technology. First, there is no (expensive)
mechanical positioning system required. Second, there is no need to
build a custom tool to hold the piece and to position the tool to ma-
chine the hole. Third, the system can verify its work while it is being
performed.

The advantages of the TI2 technology concept are very well demon-
strated with this application. It required approximately two days to
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Figure 16.3: Tailcone of an airplane with targets on the outside and inside. On
the right side, the spindle with target adapters can be seen (Image courtesy of
Boeing).

develop the complete application. In comparison to this, it would prob-
ably take several weeks to design the fixtures and tools, have them built
and certified, and perform the same machining with probably less accu-
racy. The system does not require an expensive fixture as needed in the
case of a traditional mechanical approach. In the mechanical approach,
the part would have to be indexed via some references with respect to
the holding fixture. With TI2, the indexing is directly done with the 3-D
image metrology system and the targets on the part, providing higher
accuracy and lower cost.

Figure 16.4 shows the bulkhead of an airplane. There are approxi-
mately 4000 holes to be drilled in this part. The TI2 system can perform
this over 4 times faster and more accurately than current technologies.
The process starts again by applying targets to the bulkhead parts and
the tool. Then, the 3-D coordinates are determined with a standard
system. The coordinate system is defined via reference holes on the
structure holding the piece, and verified using the CAD model of the
piece. To start machining, the TI2 system is approximately positioned
in front of the bulkhead, and the system is told to start the processing.
Basically, the system can automatically determine which part and which
area of the part it is supposed to machine. If this automatic determi-
nation is not possible, for example, because the piece was placed too
far away or would destroy the part in case it moves, it will inform the
operator. If these checks are completed successfully, the system will
start machining. In this application demonstration, the system drills
holes and performs some routing. The geometric performance of the
system is demonstrated in the following way. The system is removed
and placed in a different position in front of the part. The piece is also
rotated by approximately 360° around its axis to a different position.
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Figure 16.4: Bulkhead of an airplane with TI 2 system (Image courtesy of Boe-
ing).

The system is capable of drilling identical holes without even touch-
ing the metal. This proves the outstanding accuracy of the TI2 system,
which far surpasses conventional techniques.

There are many applications to which this technology can be ap-
plied. Basically, any larger object with a complex geometry is an excel-
lent application. These applications are found in aerospace, automo-
tive, shipbuilding, facilities, etc. The advantage of indexing with 3-D
image metrology is tremendous.

16.5 Developments

The integration of 3-D image metrology into industrial production ma-
chinery, such as big CNC-machines, imposes new requirements that
are very difficult to meet. The systems must be extremely robust from
an algorithmic point of view as there is no operator to intervene. The
results must be immediately available, that is, within 1 s for cameras
with 3000 × 2000 pixel sensors. The complete 3-D image metrology
system must be capable of operating without interruption for many
years. Parts, that is, cameras that fail, must be replaceable within min-
utes, often without being able to shut down the machinery. Cameras
routinely used in 3-D image metrology systems would not survive long
enough in this environment and are not capable of reliably meeting
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Figure 16.5: Relative size of some sensors used in various 3-D image metrology
systems.

these performance requirements. New cameras are being developed to
meet these performance requirements. Some are based on standard
components that are adapted as much as possible to the rough envi-
ronment and have integrated processing units. Others are specifically
for 3-D image metrology and the rigors of a production/machining en-
vironment. The latter instance varies radically from the traditional ap-
proach, where cameras that were originally designed for some other
imaging application were “misused” for 3-D image metrology. Achiev-
ing this goal requires the redesign of most components including flash,
optics, CCD sensor, analog electronics, processing unit, software, and
housing. The metrology camera system developed by Imetric, called
ICam for Imetric Camera, will be used to highlight some of the features
of such cameras.

The ICam series of cameras provides resolutions from 1500 × 1000,
over 3000 × 2000, to 7000 × 4000 pixels. It is based on CCD sensors
manufactured by Philips. Figure 16.5 shows the relative size of some
of the currently used CCD sensors and the sensors used in the ICam.
The difference in size comes from the different sensor element spacing,
which is 12 µm for the Philips sensors versus the 9 µm spacing of the
Kodak sensors used in the Kodak DCS420 and DCS460 cameras. Both
cameras provide a dynamic range exceeding the typically used 8-bit
per pixel (see Chapter 7). To take advantage of this capability a 12-bit
analog-to-digital converter is used and the imagery is stored as 16-bit
data, thus doubling the amount of data to be handled.

Typically standard optics, specially selected for 3-D image metrol-
ogy, were used in all systems. While these optics are certainly excellent
for standard photography, 3-D image metrology has particular require-
ments. Optimizing an optical system for solely this purpose promises
better performance.

The very high throughput rate of these cameras required careful se-
lection of the CCD sensor and special design of the analog electronics
of the sensor. Typical sensors provide a data rate of about 10 MPixel/s,
thus taking just a little less than 1 s to read out an image. The ICam
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Figure 16.6: ICam6 with 3000×2000 and 7000×4000 CCD sensors from
Philips (Courtesy of Imetric SA).

was designed to have a data rate of 32 Mpixel/s, delivering 5 images/s
from a 3000 × 2000 CCD sensor. This allows significantly more time
for processing but requires a radically new design of the readout, stor-
age, and transfer. With the 7000 × 4000 pixel sensor delivering 56
Mbytes per image it became obvious that the data should be processed
inside the camera. The resulting data is only a few Kbytes, resulting
in significant data reduction. This has the added advantage that the
processing time in multicamera arrangements, such as those used in
TI2 and other machining applications, is independent of the number of
cameras used.

Making cameras self-contained makes maintenance and replacement
of cameras much simpler. The ICam can basically be removed and re-
placed with another camera without needing to interrupt the system.
The camera contains all the calibration information required for the 3-
D image metrology system. The housing and all internal workings had
to be designed to survive the rigors of machining environments with
strong vibrations, dirt, and dust. The housing totally encapsulates the
camera and protects it from the environment, even in graphite ma-
chining environments, which are extremely hostile to electronic com-
ponents.

Figure 16.6 shows an ICam6 with the 3000×2000 and 7000×4000
pixel sensors from Philips used in the ICam6 and ICam28 cameras, re-
spectively. It shows the integrated flash and lens system. The box-like
part of the camera houses the processing unit. The camera uses pres-
sure ventilation to keep the temperature close to that of the environ-
ment with provisions to cool as well as to protect it and the optics from
the environment.

The top-level camera, the ICam 28 (28 for the number of pixels of the
CCD sensor), will effectively double the accuracy that can be attained
with this new camera as compared to the currently used cameras that
are usually based on 3000 × 2000 sensors. This camera will have an
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accuracy comparable to those of the most precise metrology systems
available on the market. It will, thus, open up a whole range of new
applications for 3-D image metrology

16.6 Conclusions

The applications show that 3-D image metrology has developed to a
mature technology, which is providing genuine return to the practi-
cal users of these systems. The importance of algorithmic advances
and hardware improvements are well demonstrated. While one usually
looks at the awesome improvement in computer hardware, one must
state that in this particular instance the algorithmic improvements sur-
pass those of raw computing power. Future algorithmic improvements
will further enhance functionality by making them even easier to use,
faster, and more robust.
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17.1 Introduction

Optical 3-D sensors are used as tools for reverse engineering to digitize
the surface of real 3-D objects (see Chapter 20). Common interactive
surface reconstruction is used to convert the sensor point cloud data
into a parametric CAD description (e. g., NURBS). We discuss an almost
fully automatic method to generate a surface description based on a
mesh of curved or flat triangles.

Multiple range images, taken with a calibrated optical 3-D sensor
from different points of views, are necessary to capture the whole sur-
face of an object and to reduce data loss due to reflexes and shadowing.
The raw data is not directly suitable for import in CAD/CAM systems,
as these range images consist of millions of single points and each im-
age is given in the sensors coordinate system. The data usually are
distorted, due to the imperfect measuring process, by outliers, noise
and aliasing. To generate a valid surface description from this kind of
data, three problems need to be solved: The transformation of the sin-
gle range images into one common coordinate system (registration), the
surface reconstruction from the point cloud data to regain object topol-
ogy and the manipulation of the surface geometry to eliminate errors
introduced by the measurement process and to reduce the amount of
data (surface modeling and smoothing). Commonly used software di-
rectly fits tensor product surfaces to the point cloud data (see Volume 1,
Fig. 20.29). This approach requires permanent interactive control by
the user. For many applications, however, for example, the production
of dental prostheses or the “3-D copier ,” this kind of technique is not
necessary. In this case the generation of meshes of triangles as surface
representation is adequate.

We work on building up a nearly automatic procedure covering the
complex task from gathering data by an optical 3-D sensor to generating
meshes of triangles. The whole surface of an object can be scanned by
registering range images taken from arbitrary positions. Our procedure
includes the following steps (see Fig. 17.1):

1. Data acquisition: Usually multiple range images of one object are
taken to acquire the whole object surface. These images consist of
range values arranged in a matrix, as on the camera’s CCD chip.

2. Calibration: Measuring a standard with an exactly known shape,
a polynomial for transforming the pixel coordinates into metrical
coordinates is computed. The coordinate triplets of the calibrated
range image have the same order as the original pixel matrix. This
method calibrates each measurement individually. As a result each
view has its own coordinate system.

3. Surface registration: The various views are transformed into a com-
mon coordinate system and are adjusted to each other. As the sen-
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Figure 17.1: Data acquisition, registration and surface reconstruction of a fire-
fighter’s helmet.

sor positions of the different views are not known, the transfor-
mation parameters must be determined by an accurate localization
method. First the surfaces are coarsely aligned one to another with
a feature-based method. Then a fine-tuning algorithm minimizes
the deviations between the surfaces (global optimization).

4. Surface reconstruction: The views are merged into a single object
model. A surface description is generated using a mesh of curved
triangles. The order of the original data is lost, resulting in scattered
data.

5. Surface modeling and smoothing: A new modeling method for
scattered data allows interpolation of curved surfaces only from
the vertices and the surface normals of the mesh. Using curvature
dependent mesh thinning, it provides a compact description of the
curved triangle meshes. Measurement errors, such as sensor noise,
aliasing, calibration and registration errors, can be eliminated with-
out ruining the object edges.

In this chapter we give an overview on this reverse engineering
method and show some results that were modeled with our software
system SLIM3-D. As the mathematical basis of the new approach for
modeling of scattered 3-D data is not dealt with in the other chapters
of this handbook, it will be discussed here.
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17.2 Related work

17.2.1 Optical three-dimensional sensors

For detailed information in optical 3-D sensors for reverse engineering,
refer to Volume 1, Chapters 18–20.

17.2.2 Calibration

There are two basic approaches using calibration methods for typical
optical 3-D sensors. Model-based calibration tries to determine param-
eters of a sensor model that describe the imaging properties of the
sensor as closely as possible. A few test measurements are needed to
determine the coefficients for distortion and other aberrations. Imag-
ing errors that are not covered by the sensor model, however, may
impair calibration accuracy. This approach is discussed in Volume 1,
Chapter 17.

Alternatively, an arbitrary calibration function (usually a polyno-
mial), whose parameters are determined by a series of test measure-
ments of a known standard object, can be used ([1, 2] and Volume 1,
Section 20.4.2). The advantages of this approach are that a mathemat-
ical model of the sensor is not necessary and that the underlying algo-
rithms are straightforward and robust in implementation. Drawbacks
are the requirement of complex standards, which may limit the size of
the field of view, and the fact that registration of multiple views is not
implicitly solved during the calibration process.

17.2.3 Registration

The different views are usually aligned by pairs. First, the transfor-
mation between two neighboring views is roughly determined (coarse
registration). In practice, this transformation is often found by man-
ually selecting corresponding points in both views. Extraction of fea-
tures, like edges or corners, combined with Hough methods, as in our
algorithm, are used to compute a rough transformation more quickly
[3]. Other methods try to determine the transformation parameters
directly from the data, without explicit feature extraction. They are
based on mean field theory or genetic algorithms or on curvature anal-
ysis (see [4, 5, 6]). An alternative approach is discussed in Volume 1,
Section 20.5.

After finding an approximative transformation a fine registration
procedure minimizes remaining deviations. The well-known iterated
closest point (ICP) algorithm is used to find for every point in the first
view the closest point of the surface in the second view (see [7]). The
corresponding pairs of points are used to compute the transformation
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parameters. In every step of the iteration the correspondence is im-
proved and finally leads to a minimum of the error function. Due to
nonoverlapping areas of the views and noise, this minimum is not guar-
anteed to be the desired global minimum. Thus, additional processing
of noncorresponding points is often done. Our algorithm combines the
ICP with simulated annealing to avoid local minima.

17.2.4 Surface reconstruction and smoothing

The reconstruction of the topology of an object from a cloud of sam-
pled data points can be solved by means of graph theory (see [8, 9]). At
present, this approach is of little importance, as it is difficult to handle
the amount of data provided by modern optical 3-D sensors. Further-
more, only the measured data points can be interpolated exactly; errors
cannot be smoothed out.

Volumetric approaches have been most often used in recent years.
These are based on well-established algorithms of computer tomogra-
phy like marching cubes (see Volume 2, Section 28.3.2) and therefore
are easily implemented. They produce approximated surfaces, so that
error smoothing is carried out automatically. The method of Hoppe
et al. [10, 11] is able to detect and model sharp object features but al-
lows the processing of some 10,000 points only. Curless and Levoy
[12] can handle millions of data points, but only matrix-like structured
range images can be used. No mesh thinning is done, so a huge amount
of data is produced.

The usage of topology information provided by the range images
enables faster algorithms and more accurate results. For that reason,
researchers have proposed several methods for merging multiple range
images into a single triangular mesh (see [13, 14], and Section 20.5.3).

Such methods require special efforts for error smoothing. Our meth-
od includes an effective smoothing filter [15]. In contrast to other sur-
face reconstruction methods it is able to smooth single images without
significant loss of details. The other methods require redundant infor-
mation. High-quality smoothing is possible only in overlapping areas
of different images.

Filters for smoothing polyhedral meshes without usage of redun-
dant information are still undergoing intense research. Lounsbery [16]
uses a generalization of a multiresolution analysis based on wavelets
for this purpose. Unfortunately, this approach works solely on trian-
gular meshes with subdivision connectivity .1 A filter that works on gen-
eral meshes was proposed by Taubin [17]. He has generalized the dis-
crete Fourier transform, in order to realize low-pass filters. However,
the translation of concepts of linear signal theory is not the optimal

1All vertices (with singular exceptions) have the same number of neighbors.
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choice. Surfaces of 3-D objects usually consist of segments with low
bandwidth and transients with high frequency between them. They
have no “reasonable” shape, as it is preconditioned for linear filters.
“Optimal” filters like Wiener or matched filters usually minimize the
root mean square (RMS) error. Oscillations of the signal are allowed if
they are small. For visualization or milling of surfaces curvature vari-
ations are much more disturbing than small deviation from the ideal
shape. A smoothing filter for geometric data should therefore mini-
mize curvature variations and try to reinduce an error that is smaller
than the original distortion of the data. These are the requirements we
considered when we designed our new smoothing method.

17.3 Three-dimensional sensors

The right 3-D sensor to be used depends on the object to be digitized,
that is, its size and surface properties. For details refer to Volume 1,
Chapters 18–20.

17.4 Calibration

Optical sensors generate distorted coordinates x′ = [x′, y ′, z′]T be-
cause of perspective, aberrations and other effects. For realworld ap-
plications a calibration of the sensor that transforms the sensor raw
data x′ into the metrical, Euclidean coordinates x = [x,y, z]T is nec-
essary.

We present a new method for calibration of optical 3-D sensors [1].
An arbitrary polynomial is used as a calibration function. Its coefficients
are determined by a series of measurements of a calibration standard
with exactly known geometry. A set of flat surface patches is placed
upon it. These intersect virtually at exactly known positions xi. After
measuring the standard, an interpolating polynomial p with xi = p(x′i)
can be found. Due to aberrations, the digitized surface patches are not
flat. Therefore polynomial surfaces are approximated to find the virtual
intersection points x′i. In order to fill the whole measuring volume with
such calibration points, the standard is moved on a translation stage
and measured in many positions.

The intersection points can be calculated with high accuracy, as the
information of thousands of data points is averaged by surface approx-
imation. As a result, the accuracy of the calibration method is not lim-
ited by the sensor noise. This method is usable for any kind of sensor
and, in contrast to other methods, requires no mathematical model of
the sensor and no localization of small features, like circles or crosses.
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a
b

Figure 17.2: a Calibration standard with three tilted planes; and b eight range
images of these planes.

17.4.1 Example

In the following example a phase-measuring sensor is calibrated using
a block of aluminum with three tilted planes (Fig. 17.2), that is moved
in y direction in small steps. After every step a picture is taken. About
52 range images of the 3 planes are generated. Eighteen images of the
same plane define a class of parallel calibration surfaces.

Polynomials of order 5 are fit to the deformed images of the 3 planes.
The polynomials of each class are intersected with polynomials of the
other two classes (Fig. 17.3a). The points of intersection are spread
throughout the whole field of view of the sensor (Fig. 17.3b). The po-
sition of the intersections in metrical coordinates xi can be computed
from the geometry of the standard and its actual translation. A poly-
nomial p = [

px(x′),py(x′),pz(x′)
]T for transforming the measured

intersection positions to the known positions is approximated by poly-
nomial regression.

17.4.2 Results

Calibration of a range image with 512×540 points takes about 3 s on an
Intel P166 CPU. Calibration error is less than 50 % of the measurement
uncertainty of the sensor. It is sufficient to use a calibration polynomial
of order 4, as coefficients of higher order are usually very close to zero.

17.5 Registration

Usually multiple range images of different views are taken. If the 3-
D sensor is moved mechanically to defined positions, this information
can be used to transform the images into a common coordinate system.
Some applications require sensors that are placed manually in arbitrary
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Figure 17.3: a Intersection of three polynomial surfaces (one from each class)
in arbitrary units; and b field of view with all measured intersection points in
metric coordinates.

positions, for example, if large objects like monuments are digitized.
Sometimes the object has to be placed arbitrarily, for example, if the the
top and the bottom of the same object are to be scanned. In these cases
the transformation must be computed solely from the image data.

17.5.1 Coarse registration

We present a procedure for registration of multiple views that is based
on feature extraction. It is independent of the sensor that was used.
Thus it may be applied to small objects like teeth, and to large objects
like busts.

Zero-dimensional intrinsic features, for example, corners are ex-
tracted from the range images (or congruent gray-scale images). The
detected feature locations are used to calculate the translation and ro-
tation parameters of one view in relation to a master image. Simultane-
ously, the unknown correlations between the located features in both
views are determined by Hough methods. To allow an efficient use of
Hough tables, the 6-D parameter space is separated into 2-D and 1-D
subspaces (see Ritter [3]).

If intrinsic features are hard or impossible to detect (e. g., on the
fireman’s helmet, Figs. 17.1 and 17.13), artificial markers, which can
be detected automatically or manually, are applied to the surface. The
views are aligned to each other by pairs. Due to the limited accuracy of
feature localization, deviations between the different views remain.
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Figure 17.4: Fine registration of two noisy views with very high initial deviation
(α = −30°, β = 50°, γ = 40°, x = 30 mm, y = 60 mm, z = −40 mm).

17.5.2 Fine registration

A modified ICP algorithm is used for minimizing the remaining devia-
tions between pairs of views. Error minimization is done by simulated
annealing, so in contrast to classic ICP, local minima of the cost func-
tion may be overcome. As simulated annealing leads to a slow conver-
gence, computation time tends to be rather high. First results with a
combination of simulated annealing and Levenberg-Marquardt , how-
ever, show even smaller remaining errors in much shorter time: The
registration of one pair of views takes about 15 s on an Intel P166 CPU.
If the data is calibrated correctly, the accuracy is limited only by sensor
noise.

Figure 17.4 shows the result of the registration for two views with
0.5 % noise. One was rotated by approximately 50°. The final error
standard deviation was approximately σnoise (standard deviation of the
sensor noise).

17.5.3 Global registration

Using only registration by pairs, closed surfaces can not be registered
satisfactorily. Due to accumulation of small remaining errors (caused
by noise and miscalibration) a chink frequently develops between the
surface of the first and last registered view. In such cases the error must
be minimized globally over all views. One iteration fixes each view and
minimizes the error of all overlapping views simultaneously. About 5
of these global optimization cycles are necessary to reach the minimum
or at least an evenly distributed residual error. Global registration of an
object that consist of 10 views takes approximately 1 h. If n surfaces
overlap at a certain location, the global registration can reduce the final
registration error at this location down to σnoise/

√
n.
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17.6 Surface reconstruction

We now present a new method to reconstruct the object surface from
multiple registered range images. These consist of a matrix of coor-
dinate triples x = [x,y, z]Tn,m. The object surface may be sampled
incompletely and the sampling density may vary, but should be as high
as possible. Beyond that, the object may have arbitrary shape, and the
field of view may even contain several objects. The following steps are
performed to turn this data into a single mesh of curved or flat trian-
gles:

Mesh generation. Because of the matrix-like structure of the range im-
ages, it is easy to turn them into triangular meshes with the data
points as vertices. For each vertex the surface normals are calcu-
lated from the normals of the surrounding triangles.

First smoothing. In order to utilize as much of the sampled informa-
tion as possible, smoothing of measuring errors like noise and alias-
ing is done before mesh thinning.

First mesh thinning. Merging dense meshes usually requires too much
memory, so mesh reduction often must be carried out in advance.
The permitted approximation error should be chosen as small as
possible, as ideally thinning should be done only at the end of the
processing chain.

Merging. The meshes from different views are merged by pairs using
local mesh operations like vertex insertion, gap bridging and sur-
face growth (Fig. 17.5). Initially a master image is chosen. The other
views are merged into it successively. Only those vertices are in-
serted whose absence would cause an approximation error bigger
than a given threshold.

Final smoothing. Due to registration and calibration errors the meshes
do not match perfectly. Thus, after merging the mesh is usually
distorted and has to be be smoothed again.

Final mesh thinning. Mesh thinning is continued until the given ap-
proximation error is reached. For thinning purposes a classification
of the surfaces according to curvature properties is also generated.

Geometrical mesh optimization. Thinning usually causes awkward dis-
tributions of the vertices, so that elongated triangles occur. Geomet-
rical mesh optimization moves the vertices along the curved surface,
in order to produce a better balanced triangulation.

Topological mesh optimization. At last the surface triangulation is re-
organized using edge swap operations, in order to optimize certain
criteria. Usually, the interpolation error is minimized (Fig. 17.6).



17.7 Surface modeling and smoothing 369

Figure 17.5: Merging of the meshes using vertex insertion, gap bridging and
surface growth operations.

Figure 17.6: Topological optimization of the mesh from Fig. 17.5 using edge
swap operations. Triangles that are as equilateral as possible were the goal.

The result of this process is a mesh of curved triangles. Our new
modeling method is able to interpolate curved surfaces solely from the
vertex coordinates and the assigned normal coordinates. This allows a
compact description of the mesh, as modern data exchange formats like
Wavefront OBJ , Geomview OFF , or VRML, support this data structure.
The data may also be written in other formats like AutoCad DXF or STL.
Currently no texture information is processed by the algorithm.

17.7 Surface modeling and smoothing

Many of the errors that are caused by the measuring process (noise,
aliasing, outliers, etc.) can be filtered at the level of raw sensor data. A
special class of errors (calibration and registration errors) first appears
after merging the different views. We use a new modeling method that
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Figure 17.7: Cross section s through a constantly curved surface.

is based on the assumption that the underlying surface can be approx-
imated by a mesh of circular arcs [13, 15] This algorithm allows the
elimination of measuring errors without disturbing object edges. Fil-
tering is done by first smoothing the normals and then using a nonlinear
geometry filter to adapt the positions of the vertices.

17.7.1 Modeling of scattered data

In zero-order approximation we assume that the sampling density is
high enough to neglect the variations of surface curvature between ad-
jacent sample points. If this is true, the underlying surface can be
approximated by a mesh of circular arcs. This simplified model pro-
vides a basis for all computations that our reverse engineering method
requires, for example, normal and curvature estimation, interpolation
of curved surfaces, or smoothing of polyhedral surfaces.

As an example we demonstrate how easy curvature estimation can
be when this model is used. Figure 17.7 shows a cross section s through
a constantly curved object surface between two adjacent vertices vi and
vj . The curvature cij of the curve s is (cij > 0 for concave and cij < 0
for convex surfaces)

cij = ±1
r
≈ ±αij

dij
≈ ±arccos(n̄i · n̄j) (17.1)

which can be easily computed if the surface normals n̄i and n̄j are
known. The principal curvatures κ1(i) and κ2(i) of vi are the extreme
values of cij with regard to all its neighbors vj :

κ1(i) ≈min
j
(cij) and κ2(i) ≈max

j
(cij) (17.2)

The surface normals are computed separately, hence it is possible to
eliminate noise by smoothing the normals without any interference of
the data points. Therefore this method is much less sensitive to noise
than the usual method for curvature estimation from sampled data,
which is based on differential geometry [18].
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Figure 17.8: Cross section s through a constantly curved surface. The position
of vertex v is not measured correctly.

17.7.2 Surface smoothing

This new approach can be used for smoothing of measuring errors with
minimum interference of real object features like edges. If curvature
variations of the sampled surface are actually negligible, while the mea-
sured data vary from the approximation of circular arcs, this must be
caused by measuring errors. Therefore it is possible to smooth these
errors by minimizing the variations.

For this purpose a measure δ is defined to quantify the variation of
a vertex from the approximation model. Figure 17.8 shows a constel-
lation similar to that of Fig. 17.7. Now the vertex v is measured at a
wrong position. The correct position would be v′i if vi and the surface
normals n̄ and n̄i match the simplified model perfectly (There exist dif-
ferent ideal positions v′i for every neighbor vi). The deviation of v with
regard to vi, given by

δi ≈ di
cos(βi − αi

2 )
cos(αi2 )

(17.3)

can be eliminated by translating v into v′i. The sum over δi defines
a cost function for minimizing the variations of v from the approx-
imation model. Minimizing all cost functions of all vertices simulta-
neously leads to a mesh with minimum curvature variations for fixed
vertex normals. Alternatively it is possible to define a recursive filter
by repeatedly moving each vertex v along its assigned normal n̄ by

∆n = 1
2

〈
δi
〉 = 1

2N

N∑
i
δi (17.4)

where N is the number of neighbors of v. After a few iterations all ∆n
converge towards zero and the overall deviation of all vertices from the
circular arc approximation reaches a minimum. Restricting the transla-
tion of each vertex to only a single degree of freedom (direction of the
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Figure 17.9: Smoothing of an idealized registration error on a flat surface.
After moving each vertex by 0.5

〈
δi
〉

along its normal vector, the data points
are placed in the fitting plane of the original data set.

surface normal) enables smoothing without seriously affecting small
object details (compare with [14]). Conventional approximation meth-
ods, in contrast, cause isotropic daubing of delicate structures.

This procedure can be used for surface smoothing if the surface
normals describe the sampled surfaces more accurately than the data
points. In case of calibration and registration errors the previous as-
sumption is realistic. This class of errors usually causes local displace-
ments of the overlapping parts of the surfaces from different views,
while any torsions are locally negligible. Oscillating distortion of the
merged surface with nearly parallel normal vectors at the sample points
are the result. Figure 17.9 shows an idealization of such an error if the
sampled surface is flat. The upper and lower vertices derive from differ-
ent images that were not registered perfectly. It is clear that this error
can be qualitatively eliminated if the vertices are forced to match the
defaults of the surface normals by translating each vertex by Eq. (17.4)
along its normal. If the sampled surface is flat, the resulting vertex po-
sitions are placed in the fitting plane of the original data points. In the
case of curved surfaces, the regression surfaces are curved too, with
minimum curvature variations for fixed surface normals. This method
generalizes standard methods for smoothing calibration and registra-
tion errors by locally fitting planes to the neighborhood of each vertex
[11, 14]. Instead of fitting piecewise linear approximation surfaces, in
our case surface patches with piecewise constant curvature are used.

From Fig. 17.9 the minimum sampling density for conserving small
structures can be deduced. If the oscillations of the pictured data
points are not caused by measuring errors but instead by the real struc-
ture of the sampled surface, this structure is lost when the normals are
computed. This happens because the surface normals average over ±1
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sampling interval. Therefore the sampling rate νn of the normals is
only half the sampling rate νv of the vertices. In the depicted example
νn is identical with the maximum space frequency of the sampled sur-
face, which violates the sampling theorem. As a result, approximation
of a mesh of circular arcs requires a sampling density that is at least
four times higher than the smallest object details to be modeled. This
means that the minimum sampling rate must be twice as high as the
theoretical minimum given by the Nyquist frequency . Therefore fur-
ther investigations are necessary to extend the new modeling method
to higher orders of curvature variations, in order to get closer to the
theoretical limit.

Figures 17.10 and 17.11 demonstrate that this method works well in
case of registration and calibration errors. In case of noise or aliasing
errors (Moiré ) the surface normals are also distorted, but can simply be
smoothed by weighted averaging. Thus filtering is done by first smooth-
ing the normals (normal filter ) and then using the described geometry
filter to adapt the positions of the data points to these defaults.

17.7.3 Interpolation of curves and curved surfaces

Interpolation of curved surfaces (e. g., curved triangles) overn-polygons
can simply be done by interpolation between circular arcs. For that pur-
pose, a new surface normal for the new vertex is computed by linear
interpolation between all surrounding normals. The angles between
the new normal and the surrounding ones define the radii of the arcs
as it is shown in Fig. 17.7 (for details, refer to Karbacher and Häusler
[15]). Our method uses this simple interpolation scheme mainly for
geometrical mesh optimization.

17.7.4 Experiments

In our experiments it turned out that the practicability of any surface re-
construction method depends strongly on the efficiency of its smooth-
ing algorithms. Our method works best in case of registration and cal-
ibration errors. Figures 17.10 and 17.11 demonstrate that such errors
in fact can be smoothed without seriously affecting any object details.
The mesh of Fig. 17.10a was reconstructed from 7 badly matched range
images. The mean registration error is 0.14 mm, the maximum is 1.5
mm (19 times the sampling distance of 0.08 mm!). The mean displace-
ment of a single vertex by smoothing was 0.06 mm, the maximum was
0.8 mm (Fig. 17.10b). The displacement of the barycenter was 0.002
mm. This indicates that the smoothed surface is placed perfectly in
the center of the difference volume between all range images.

In Fig. 17.11a the meshes from the front and backside of a ceramic
bust do not fit because of calibration errors. The mean deviation is
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a b

Figure 17.10: a Distorted mesh of a human tooth, reconstructed from seven
badly matched range images; and b result of smoothing.

a b

Figure 17.11: Smoothing of a mesh containing calibration errors: a mesh after
merging of 12 range images; b result of smoothing.
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a b c

Figure 17.12: a Noisy range image of the ceramic bust; b smoothed by a 7×7
median filter; and c by the new filter.

0.5 mm, the maximum is 4.2 mm (the size of the bounding box is
11× 22× 8 cm3). The mean displacement by smoothing is 0.05 mm,
the maximum is 1.3 mm (Fig. 17.11b). In this example the different
meshes are not really merged, but solely connected at the borders, so
that a displacement that was obviously smaller than the half of the
distance between the meshes was sufficient.

Figure 17.12 demonstrates smoothing of measuring errors of a sin-
gle range image (Figure 17.12c) in comparison to a conventional median
filter (Figure 17.12b), which is the simplest and most popular type of
edge preserving filters. Although the errors (variations of the smoothed
surface from the original data) of the median filter are slightly larger in
this example, the new filter shows much more noise reduction. Beyond
that, the median filter produces new distortions at the borders of the
surface. The new filter reduces the noise by a factor of 0.07, whereas
the median filter actually increases the noise because of the produced
artifacts. The only disadvantage of our filter is a nearly invisible soft-
ening of small details.

In all experiments the mean displacement of the data was smaller
than the mean amplitude of the distortion, which shows that the er-
rors introduced by the new filter are always less than the errors of the
original data. In particular no significant global shrinkage, expansion
or displacement takes place, a fact that is not self-evident when using
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a

b

Figure 17.13: a Reconstructed surface of a firefighter’s helmet
(/movies/17/helmet.mov) and b the helmet that was produced from
the CAD data.

real 3-D filters. For realistic noise levels edge preserving smoothing is
possible.

17.7.5 Results

In our experiments the errors that were reinduced by the modeling
process were smaller than the errors in the original data (measuring,
calibration and registration errors). The new smoothing method is
specifically adapted to the requirements of geometric data, as it mini-
mizes curvature variations. Undesirable surface undulations are avoided.
Surfaces of high quality for visualization, NC milling and “real” reverse
engineering are reconstructed. The method is well suited for metrology
purposes, where high accuracy is desired.

17.8 Examples

We have tested our reverse engineering method by digitizing many dif-
ferent objects, technical as well as natural. The following examples
were digitized by our sensors and reconstructed with our SLIM3-D soft-
ware.

Figure 17.13 shows the results for a design model of a firefighter’s
helmet. The reconstructed CAD-data were used to produce the helmet
(Fig. 17.13b). For that purpose, the triangular mesh was translated into
a mesh of Bézier triangles,2 so that small irregularities on the border

2This was done using software from the Computer Graphics Group.
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a
b

Figure 17.14: Reconstructed surfaces of plaster models of a a human canine
tooth (35,642 triangles, 870 kB); and b a molar (64,131 triangles, 1.5 MB); for
3-D models see /3dmodel/17/canine.wrl and /3dmodel/17/molar.wrl, re-
spectively.

could be cleaned manually. Eight range images containing 874,180 data
points (11.6 MByte) were used for surface reconstruction. The stan-
dard deviation of the sensor noise is 0.03 mm (10 % of the sampling
distance), the mean registration error is 0.2 mm. On a machine with an
Intel Pentium II 300 processor, the surface reconstruction took 7 min.
The resulting surface consists of 33,298 triangles (800 kByte) and has a
mean deviation of 0.07 mm from the original (unsmoothed) range data.
For medical applications we measured a series of 26 human tooth mod-
els [19]. Figure 17.14 shows a reconstructed canine tooth and a molar.
Ten views (between 13 and 14 MB) were processed. A rather complex
object is shown in Fig. 17.15. It is the reconstruction of a console of an
altar, digitized for the Germanisches Nationalmuseum. Twenty views
were merged to cover the ancient, rough surface in detail. Problems
during digitizing arose due to gold plating and different kinds of paint.
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a

b

Figure 17.15: Console of an altar: a rendered surface; b zoom into wire frame
(193,018 triangles); for 3-D model see /3dmodel/17/console.wrl.
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17.9 Conclusions

We have presented a nearly automatic procedure for digitizing the com-
plete surface of an object and for reconstructing a triangular mesh with
high accuracy for metrology purposes. Calibration, registration and
smoothing errors are usually less than sensor noise. The user defines a
limit for the approximation error, so that the density of the final mesh
is specified.

Acknowledgment

Parts of this work were supported by the “Deutsche Forschungsgemein-
schaft” (DFG) #1319/8-2 and by the “Studienstiftung des deutschen
Volkes.”

17.10 References

[1] Häusler, G., Schönfeld, H., and Stockinger, F., (1996). Kalibrierung von
optischen 3D-Sensoren. Optik, 102(3):93–100.

[2] Johannesson, M., (1995). Calibration of a MAPP2200 sheet-of-light range
camera. In Proc. of the SCIA. Uppsala.

[3] Ritter, D., (1996). Merkmalsorientierte Objekterkennung und -loka-
lisation im 3D-Raum aus einem einzelnen 2D-Grauwertbild und Re-
ferenzmodellvermessung mit optischen 3D-Sensoren. Dissertation,
Friedrich Alexander University of Erlangen.

[4] Brunnström, K. and Stoddart, A. J., (1996). Genetic algorithms for free-
form surface matching. In 14th Int. Conference on Pattern Recognition.
Vienna, Austria.

[5] Stoddart, A. J. and Brunnström, K., (1996). Free-form surface matching
using mean field theory. In British Machine Vision Conference. Edinburgh,
UK.

[6] Stoddart, A. J. and Hilton, A., (1996). Registration of multiple point sets.
In 14th Int. Conference on Pattern Recognition. Vienna, Austria.

[7] Besl, P. J. and McKay, N. D., (1992). A method of registration of 3-D shapes.
IEEE Trans. Pattern Analysis and Machine Intelligence, 14(2):239–256.

[8] Edelsbrunner, H. and Mücke, E. P., (1994). Three-dimensional alpha
shapes. ACM Transactions on Graphics, 13(1):43–72.

[9] Veltkamp, R. C., (1994). Closed Object Boundaries from Scattered Points,
Vol. 885 of Lecture Notes in Computer Science. Berlin, Heidelberg, New
York: Springer Verlag.

[10] Hoppe, H., DeRose, T., Duchamp, T., Halstead, M., Jin, H., McDonald, J.,
Schweitzer, J., and Stuetzle, W., (1994). Piecewise smooth surface recon-
struction. In Proceedings, SIGGRAPH ’94, Orlando, Florida, July 24–29,
1994, A. Glassner, ed., pp. 295–302. Reading, MA: ACM Press.



380 17 Reverse Engineering Using Optical Range Sensors

[11] Hoppe, H., DeRose, T., Duchamp, T., McDonald, J., and Stuetzle, W., (1992).
Surface reconstruction from unorganized points. In Proceedings, SIG-
GRAPH ’92, Computer Graphics, Chicago, Illinois; 26–31 July 1992, E. E.
Catmull, ed., Vol. 26, pp. 71–78.

[12] Curless, B. and Levoy, M., (1996). A volumetric method for building com-
plex models from range images. In Proceedings, SIGGRAPH 96 Confer-
ence, New Orleans, Louisiana, 04–09 August 1996, H. Rushmeier, ed., An-
nual Conference Series, pp. 303–312. Reading, MA: Addison Wesley.

[13] Karbacher, S., (1997). Rekonstruktion und Modellierung von Flächen aus
Tiefenbildern. Dissertation, Friedrich Alexander University of Erlangen,
Aachen: Shaker Verlag.

[14] Turk, G. and Levoy, M., (1994). Zippered polygon meshes from range
images. In Proceedings of SIGGRAPH ’94 (Orlando, Florida, July 24–29,
1994), A. Glassner, ed., pp. 311–318. Reading, MA: ACM Press.

[15] Karbacher, S. and Häusler, G., (1998). A new approach for modeling and
smoothing of scattered 3D data. In Three-Dimensional Image Capture and
Applications, 01/24 – 01/30/98, San Jose, CA, R. N. Ellson and J. H. Nurre,
eds., Vol. 3313 of SPIE Proceedings, pp. 168–177. Bellingham, Washington:
The International Society for Optical Engineering.

[16] Lounsbery, M., (1994). Multiresolution Analysis for Surfaces of Arbitrary
Topological Type. PhD thesis, University of Washington.

[17] Taubin, G., (1995). A signal processing approach to fair surface design.
In Proceedings, SIGGRAPH 95 Conference, Los Angeles, CA, 6–11 August
1995, R. Cook, ed., Annual Conference Series, pp. 351–358. Reading, MA:
Addison Wesley.

[18] Besl, P. J. and Jain, R. C., (1986). Invariant surface characteristics for 3-
D object recognition in Range Images. Computer Vision, Graphics, and
Image Processing, 33:33–80.

[19] Landsee, R., v. d. Linden, F., Schönfeld, H., Häusler, G., Kielbassa, A. M.,
Radlanski, R. J., Drescher, D., and Miethke, R.-R., (1997). Die Entwicklung
von Datenbanken zur Unterstützung der Aus-, Fort- und Weiterbildung
sowie der Diagnostik und Therapieplanung in der Zahnmedizin—Teil 1.
Kieferorthopädie, 11:283–290.



18 Topographical Maps of
Microstructures Generated by
Depth-from-Focus Techniques

Torsten Scheuermann1, Georg Wiora2, and Matthias Graf3

1Fraunhofer USA Inc., Ann Arbor (MI), USA
2Daimler Chrysler AG Forschungszentrum, Ulm, Germany
3Fraunhofer ICT, Pfinztal, Karlsruhe, Germany

18.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382
18.2 Depth-from-focus approaches . . . . . . . . . . . . . . . . . . . . 382
18.3 System description . . . . . . . . . . . . . . . . . . . . . . . . . . . . 384

18.3.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 384
18.3.2 Measuring procedure . . . . . . . . . . . . . . . . . . . . . 386
18.3.3 Digital contrast operators . . . . . . . . . . . . . . . . . . 386

18.4 Optical theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
18.4.1 Diffraction of incoherent light . . . . . . . . . . . . . . . 389
18.4.2 Active illumination with periodic patterns . . . . . . . 389
18.4.3 Aberrations . . . . . . . . . . . . . . . . . . . . . . . . . . . 392

18.5 Reconstruction of topography . . . . . . . . . . . . . . . . . . . . 392
18.5.1 Boundary conditions . . . . . . . . . . . . . . . . . . . . . 392
18.5.2 Regression algorithm . . . . . . . . . . . . . . . . . . . . . 393
18.5.3 Optimum stepsize . . . . . . . . . . . . . . . . . . . . . . . 394
18.5.4 Noise-limited resolution . . . . . . . . . . . . . . . . . . . 395

18.6 Systematic errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 397
18.6.1 Topographic edges . . . . . . . . . . . . . . . . . . . . . . 397
18.6.2 Reflection edges . . . . . . . . . . . . . . . . . . . . . . . . 398
18.6.3 Regression error . . . . . . . . . . . . . . . . . . . . . . . . 399
18.6.4 Fuzzy logic error suppression . . . . . . . . . . . . . . . 399

18.7 Measurement of layer thickness . . . . . . . . . . . . . . . . . . . 401
18.7.1 Extensions of theoretical description . . . . . . . . . . . 402
18.7.2 Experimental proof and resolution . . . . . . . . . . . . 404

18.8 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406
18.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407
18.10 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 409

381
Handbook of Computer Vision and Applications Copyright © 1999 by Academic Press
Volume 3 All rights of reproduction in any form reserved.
Systems and Applications ISBN 0–12–379773-X/$30.00



382 18 Topographical Maps of Microstructures

18.1 Introduction

The measurement of surface topography in the submicron range has
become more important since synthetic microsystems have assumed
greater market penetration. Synthetic microsystems or microparts are
used, for example, in ink jet printer devices, as an accelerometer for
airbag systems, and in any microsized unit.

The production of these microelements requires high geometric ac-
curacy. The development and the production process must be quality
controlled, which includes the shape measurement of microstructures.
In most cases it is sufficient to measure the profile of the surface or the
so-called height map or depth map of the surface topography.

This chapter describes a simple optical approach allowing resolu-
tions in optical (z-)axis direction with nanometer accuracy of objects
with shining or mirror-like reflecting surfaces. A prototype apparatus
impresses by robust functionality and was designed to use a common
optical microscope as a base unit that is completed with easily pur-
chased components including a computer-controlled object stage, a PC
with video frame grabber and a CCD-camera. The approach works with
a noncoherent white light source and uses the decrease of contrast
and sharpness by defocusing to determine the surface topography. A
great benefit is high accuracy through a large z-range. A digital image
processing algorithm reconstructs the 2 1/2-D topography or coating
thickness, respectively, of a wide range of shape kinds with high reli-
ability. A fuzzy logic diagnostic system detects measuring errors by
post-processing and assists nonexperienced users in interpreting the
measurement results.

18.2 Depth-from-focus approaches

The so-called depth-from-focus approaches use the effects of diffrac-
tion when an optical system is defocused. The image loses its sharp-
ness and contrast. If a single point of the image may be traced through
the defocusing range you get an intensity curve where the maximum
or minimum marks the best focus. In case of contrast detection you
have to compare at least two image points, which represent a dark and
a bright reflecting surface point. The intensity difference of the points
could be interpreted as the contrast of these image points. In this case
a maximum exists when the best focus is reached. The kind of signal
tracing leads to different methods.

One kind of depth-from-focus approach investigates single points
and scans the object surface laterally. For each point the best focus
is found by a search algorithm. The focusing unit changes the focus
permanently, controls the contrast or intensity of the signal simulta-
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neously, and approaches with each step more and more to the best fit
[1, 2]. The same principle is used by autofocus cameras, which gives
the method its name: Autofocus method.

A further kind separates the defocusing range into several fixed
steps. Each step produces one 2-D image. An array of all images is
evaluated by post-processing through a computer. The correlation be-
tween contrast maxima location and topography of the object leads to
a 2 1/2-D map. This is also the principle we use for the measuring
approach presented here.

The second method was originally used in confocal microscopy.
However, the main users, for example, biologists, are usually not in-
terested in measuring the objects with high accuracy but in obtaining a
sharp visualization. They need the capability of confocal microscopes
to enhance lateral resolution and to visualize transparent objects in
three-dimensionality [3, 4]. Furthermore, the microscopists would like
to reduce the depth of focus, which depends on the aperture of the
microscope objective. Uneven objects could lead to images with sharp
and sharpless areas.

To avoid this disadvantage of light microscopy Agard [5], Wu and
Schwarzmann [6] generated the so-called sharp image by inverse fil-
tering of the image array. However, this method demands a very high
computing power. Häusler [7] used another method. He just added the
prefiltered images to the image array. This method produced a sharp
image which seemed better than the originals of the image array. In
Häusler and Körner [8] he described a much better working method to
compose the sharp image by depuzzling the sharpest regions of each
image. Pieper and Korpel [9], Sugimoto and Ichioka [10] and Itoh et al.
[11] developed further methods to generate a sharp image.

The next innovation was to use this method not only to generate a
sharp image but also to evaluate a topographic map of the object sur-
face. The measuring of microscopic objects was described by Steurer
et al. [12], Nayar and Nakagawa [13] and Nayar [14].

Engelhardt and Häusler [15] and Girod and Scherock [16] remarked
that the application of depth-from-focus approaches is only successful
when the object is structured and, therefore, projected patterns on the
object surface. You may fancy an autofocus camera directed to a white
wall. The focusing will fail because the camera needs dark and bright
image points to evaluate the contrast. Their applications referred to
measuring of larger objects.

Scheuermann et al. [17] described the use of random pattern illu-
mination to enhance the contrast. We developed a regression method
to interpolate z-values, which may be between the moving steps of the
object stage [18]. Scheuermann [19] gives a fundamental description
of the optical theory, the comparison of random and periodic illumina-
tion patterns like stripes and checkers, the interpolating algorithm, a
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Figure 18.1: The main components of the surface measurement system: reflec-
tion microscope, structured grating, CCD, focus drive and computer.

fuzzy-logic-based diagnostic system to assist the interpreting of mea-
suring results. It was based on several master’s theses from Hempel
[20], Pfundt [21], and Wagner [22]. Graf [23] extended the method to
determine the thickness of transparent layers.

The depth-from-focus approaches belong to the class of triangula-
tion methods for optical measurements of depth maps. A systematic
overview of 3-D optical measuring techniques is given in Volume 1,
Chapter 18. Häusler describes the limits of triangulation-based meth-
ods and gives an overview of interferometric approaches in Volume 1,
Chapter 19.

18.3 System description

18.3.1 Setup

The system we developed consists of widely available components. As
shown in Fig. 18.1, there is a slightly modified reflection microscope
with a computer controlled focus and a video camera. Data acquisition
and evaluation is controlled by a standard personal computer with a
video frame grabber.

The only modification to the microscope is a structured grating,
located at the bright field aperture. This is used to project a pattern on
the object surface in the focus. The illumination optic closely follows
the principle of Beyer and Riesenberg [24]. In this arrangement the
objective is both projection and imaging optic. As a result, the scale of
the projected pattern is independent of the objective magnification.
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Figure 18.2: Normalized intensity of different gratings. The stripe grating has
a higher contrast as the checker grating at the same period length. The etched
glass has been normalized over the whole image.

Incoherent light is transmitted via the structured grating in an opti-
cal system. The surface of the object is at the same time the termination
of the illumination chain and the beginning of the imaging optics. The
light scattered or reflected by the object passes through another optical
system to the CCD camera, where it is converted to an analog electrical
signal. This signal is digitized by an ADC. Finally, the digital signal is
processed by a computer using a digital contrast operator on the im-
age matrix. The resulting contrast image is then used to reconstruct
the surface.

One of the challenges of the technique is the manufacturing of the
gratings used to generate the projection pattern. The usable diameter
of the bright field aperture is only about 3 mm. This size is projected
over the object on a camera with 760 pixels. This leads to a medium
structure size of about 4µm. Because the camera usually does an over-
sampling of the optical resolution, the practical structure size is about
8µm, the minimum spatial wavelength is 16µm. Figure 18.2 shows
some intensity plots of some grating types. Slide gratings, etched glass
grating, and chrome grating were investigated.

The slide gratings can be ruled out because of their poor quality.
At first glance the etched glass seems to be more practical than the
chrome gratings. A closer look at the measurement results with these
two grating types shows that the chrome grating gives much better re-
sults, especially on well-defined reflecting surfaces, while on stochastic
surfaces the difference is not so large.

One reason for this is that the surface of etched glass is not planar.
A simple model for this kind of surface would be an arrangement of
microlenses. You can see that this results in a local focus deviation in
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the projected pattern. This focus deviation results in an error in height
measurement. The regular chrome gratings with a striped pattern pro-
vided the best measurement results, especially on reflecting surfaces
like silicon microdevices or integrated circuits. To obtain the highest
possible contrast, the period of the grating should be a multiple of the
camera pixel period.

18.3.2 Measuring procedure

The measuring procedure includes the following steps:

1. Setting the focus range. This could be done automatically, but the
user may more easily select the interesting focus range himself. This
range is subdivided into steps depending on the desirable axial res-
olution and the objective.

2. The focus drive moves the stage to the first position.

3. An image is acquired. The contrast operator is applied to the image.

4. The data is processed in a sequential algorithm (Section 18.5.2).

5. The stage position is increased by the stepsize.

6. Repeat from the second step until the focus range has been scanned.

7. Post-processing and display of result.

The result is a depth map of the surface shape and an additional image
of the object that is sharp over the whole focus range.

18.3.3 Digital contrast operators

We required a contrast operator that gives an optimum response on
focus series. However, what is the "best" contrast operator for this
task? There is no general answer to this question, but the contrast
operator is not a critical point of this measurement method as long as
it meets the following criteria.

• The contrast calculation must not depend on the type of the projec-
tion pattern.

• It must work on regular as well as stochastic patterns.

• The contrast range should be positive.

• The noise sensitivity should be low.

The operator that best met these conditions in our experiments is
the ConvSobel operator C. This operator is a modification of the Sobel
operator (see Volume 2, Section 10.3.4) that uses a recursive binomial
smooth filter on the result of the Sobel operator. This improves noise
insensitiveness.

K1 = |G∗ S1| + |G∗ S2| (18.1)
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Figure 18.3: The image of a stripe grid was partially focused on a mirror
(above) and the ConvSobel operator C was applied on the resulting image (be-
low). Bright areas show a high contrast.

p

p

pp
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Figure 18.4: The two examples of periodic illumination gratings: Stripe and
checker pattern. The p defines the width or height of the pattern elements.

Ki = Ki−1 ∗ 3R with 2 ≤ i ≤w and 3R =
 1 1 1

1 1 1
1 1 1

 (18.2)

w is the recursion depth (usually between 1 and 4). Figure 18.3 illus-
trates the application of this operator.

18.4 Optical theory

This section describes the optical transfer function (OTF) of an optical
system that is defocused. The described OTF regards the diffraction
of incoherent light. For depth-from-focus approaches it is interesting
to determine how much image contrast is dependent upon the kind
of active illumination. We chose two examples of periodic patterns
to demonstrate the influence of dimensionality (stripe or checker) and
periodicity on the image contrast.
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In our theoretical model pattern content was either only totally trans-
parent or totally nontransparent parts, respectively. Furthermore, we
evaluate the influence of aberrations on the contrast value. This may
help to decide which kind of illumination is more sensitive against
aberrations. Finally, the results of this section help to find out which
stepsize of the object stage would be optimum to reach a maximum
z-resolution with the fewest steps possible.

To compare the different periodic patterns we define two charac-
teristic values: The dimensionless contrast value C̃ and z̃1/2. z̃1/2 rep-
resents a dimensionless value of the defocusing distance in positive
axial axis where the contrast curve reaches C̃ = 0.5C̃max . You may in-
terpret 2z̃1/2 as the full-width-half-maximum (FWHm) of the contrast
curve. C̃max is the dimensionless contrast value in the case of optimal
focusing. The dimensionless contrast value itself is defined as

C̃ = Iw − Ib
Iw + Ib (18.3)

where Iw , Ib characterize the intensity values at the end of the optical
system. The end of the microscope optical system is the target of a
video device. The indices ’w’ and ’b’ mark the intensity of light that
comes from the ’white’ (transparent) or the ’black’ (nontransparent)
parts of the illumination grating (shown in Fig. 18.4). The surface of the
sample should be a perfect plane mirror in this case. A dimensionless
defocusing distance helps to compare different optical systems. We
define a dimensionless axial axis with

z̃ = 8π
λ

sin2
(
α
2

)
z (18.4)

where λ is the wavelength of a monochrome illumination, α is the aper-
ture angle of the microscope objective, and z is a real distance value
in object dimensions, which describes defocusing or movement of the
object stage in optical axis direction. Origin of this axis is the point of
best focusing. The formula was obtained by approximation of the op-
tical phase defect by defocusing. The geometric relation was evaluated
by Stokseth [25] and the approximation for low defocusing values was
dealt with in [25, 26]. Also the pattern periodicity p can be defined as
a dimensionless value. We define a dimensionless lateral axis with

x̃ = 2π
λ

sin(α)x (18.5)

where x is a real distance value in lateral object dimensions. In the case
of the stripe pattern, x is the widthp of the ’black’ or ’white’ stripes (see
Fig. 18.4). Both are of equal width. In the case of the checker pattern
both width and height are p. Using these definitions it is possible to
describe C̃ and z̃1/2 over p̃ for both pattern examples. This facilitates
direct comparison of the different pattern examples.
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18.4.1 Diffraction of incoherent light

Geissler describes the Fourier optics theory in Volume 1, Section 4.7.
This background may be helpful in understanding both this and the
next section. In Volume 2, Chapter 20 he details the depth-from-focus
approach. The current section could be understood as a specific ex-
tension for the microscopic application focusing on high measuring
accuracy.

The following diffraction model is based on the publications of Hop-
kins [27, 28] and Stokseth [25]. In this model a phase defect is responsi-
ble for a spherical aberration, the cause of images becoming sharpless
if defocused. Hopkins [28] developed a very unwieldy equation rep-
resenting the normalized, noncoherent optical transfer function (OTF)
H̃nc :

H̃nc(k̃, z̃) = 4
πu

[
cos

(
uk̃
2

){
βJ1(u)

+
∞∑
n=1

(−1)n+1 sin(2nβ)
2n [J2n−1(u)− J2n+1(u)]

}
− sin

(
uk̃
2

) ∞∑
n=0

(−1)n sin((2n+1)β)
2n+1 [J2n(u)− J2n+2(u)]

]
(18.6)

Ji is the Bessel function of i-th order. We use the following additional
variables to clarify the Hopkins equation:

u = z̃k̃ and β = arccos

(
k̃
2

)

k̃ is the normalized spatial frequency. This modified equation is very
important to attaining accurate results. It exists in several approxima-
tions, which lead mostly to nonprecise interpretations. In the case of
optics for large objects they may be sufficient; however, in terms of
microscopic optics with large apertures it is safer to use Eq. (18.6).

18.4.2 Active illumination with periodic patterns

Using Fourier optics we can easily calculate the light intensity difference
of a bright (white) pattern element to its dark (black) neighborhood.

We define the transmittance of the illumination patterns in the case
of stripes:

τ̃st = rect
(
x
p

)
∗
[ ∞∑
n=−∞

δ(x − 2np)
]

(18.7)
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and in the case of checkers:

τ̃ch = rect
(
x
p ,
y
p

)
∗
[ ∞∑
n=−∞

∞∑
m=−∞

δ(x − 2np)δ(y − 2np)

+
∞∑

n=−∞

∞∑
m=−∞

δ(x − [1+ 2n]p)δ(y − [1+ 2n]p)
] (18.8)

The rect-function is defined as:

rect (x,y) =
{

1 : |x| ≤ 0.5∧ |y| ≤ 0.5
0 : else

(18.9)

The illumination and imaging optics of our microscope system are
identical. For noncoherent light the intensity of a single point on the op-
tical axis varies by defocusing. To obtain the contrast value we must de-
fine a contrast operator. In our case we used the normalized Laplacian
operator. For theoretical evaluation it approximates the effects gener-
ated by our self-developed digital filter ConvSobel (see Section 18.3.3)
sufficiently:

L̂(k̃) = −4+ 2 cos(πk̃x)+ 2 cos(πk̃y) (18.10)

However, it is necessary for the periodicity of the pattern elements
to be identical with the optical periodicity of the camera target matrix.
That means one pixel has to cover one illumination pattern element
exactly. Otherwise this would lead to aliasing effects and contrast loss,
both of which may influence accuracy.

After several steps we get a contrast formula for noncoherent light:

C̃ =
∞∫
−∞

∞∫
−∞
p̃2 sinc2

(
p̃
2
k̃x
)

sinc2
(
p̃
2
k̃y
)
L̂H̃2

ncT̃dk̃xdk̃y (18.11)

Using the Fourier transformation of τ̃ we get for stripe pattern:

C̃st(z̃) =
2p̃/π∑
n=1

sinc2
(
nπ

2

)
(1− cos(nπ))H̃2

nc

(
nπ
p̃
, z̃
)

(18.12)

or for checkers, respectively:

C̃ch(z̃) =
2p̃/π∑
n=1

2p̃/π∑
m=1

sinc2
(
nπ2

)
sinc2

(
mπ

2

)
[2− cos(nπ)− cos(mπ)]

[1+ cos(π(n+m))] H̃2
nc

(
π
√
n2

p̃2 + m2

p̃2 z̃
)

+
2p̃/π∑
n=1

sinc2
(
nπ2

) [
1− cos2(πn)

]
H̃2
nc

(
nπp̃ , z̃

) (18.13)
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Figure 18.5: The comparison of stripe and checker pattern: a z̃1/2 over p̃; b the
contrast range C̃max over p̃.

The preceding equations have to be evaluated numerically. Fig-
ure 18.5 shows two diagrams explaining the difference between stripe
and checker pattern.

The minima locations of the z̃1/2 curves are different. The stripe
pattern allows smaller p̃. That means that the dimension of the illumi-
nation pattern elements, the adapted dimension of the digital contrast
filter, and the also adapted pixel dimension of the video device ma-
trix can be decreased to enhance lateral resolution. The range between
zero and p̃min would not provide more benefits because the optical
resolution decreases enormously.

The second diagram shows the C̃max curves (contrast range) over
p̃. We can also demonstrate that a stripe pattern has greater benefits
than a checker pattern. The contrast range is much higher, which is
very important for measuring accuracy. Better contrast increases the
signal-to-noise ratio (SNR), which is responsible for the measurement
resolution of our system (see Section 18.5.4 and Fig. 18.2).

We use the value of z̃1/2 to evaluate the best axial stepsize of the
object stage when we take an image sequence. The stepsize should
be small enough to get at least three curve points around the contrast
maximum within a range of 2z1/2. If we know p, the magnification,
and the aperture of the microscope optic we are able to evaluate z1/2.
In Section 18.5.3 we demonstrate that the FWHM 2z1/2 divided by the
number of regression points minus one represents the best stepsize.
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18.4.3 Aberrations

From the Seidel’s theory we get an amplitude transfer function H in-
cluding terms describing the three kinds of aberration: astigmatism,
coma, and spherical aberration.

The following equation was described by Wilson and Carlini [29]:

H = exp
1
2
iz̃k̃2 exp

(
2π i[Ak̃4 + B cos(φk̃3)+ C cos2(φk̃2)]

)
circ (k̃)

(18.14)

The constants A, B, and C characterize the intensity of spherical
aberration, coma, and astigmatism. We found out that the stripe pat-
tern is more robust against aberrations that usually appear in micro-
scope objectives.

Another typical aberration is field curvature. An even plane like a
mirror may be measured and would appear to have spherical topogra-
phy. This aberration has to be eliminated by subtracting a reference
measurement. Reference could be the topography of the even mirror.

The preceding aberrations are based on monochromatic illumina-
tion. Chromatic aberrations could influence the contrast curve as well.
The contrast curve distorts when we use polychromatic light. It is clear
that this effect may result in less accuracy because the symmetrically
working regression algorithm cannot find the real maximum of C̃ .

18.5 Reconstruction of topography

The reconstruction method has a simple algorithmic base that has been
developed to use as much information of the raw data as possible. Com-
mon limitations like memory and time restrictions had to be taken into
account and influenced the method chosen.

18.5.1 Boundary conditions

The algorithm should reconstruct a surface topography from a focus se-
ries with an “unlimited” number of frames using only a few megabytes
of memory and a few minutes on a personal computer (Pentium, 100
MHz). A sequential algorithm is an elegant solution for this problem
because it does not require random access to the input data and makes
on-line processing possible.

An important characteristic is that the stepsize ∆z for the focus
scan is fixed before the scan starts.
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Figure 18.6: Sample contrast curve. This curve was produced with a 10× Epi-
plan objective and a green filter to reduce axial chromatic aberration.

18.5.2 Regression algorithm

The algorithm is based on an approach similar to that of [13]. The idea
is to compute the local image contrast for each pixel, while scanning
the focus range. A sample contrast curve for one pixel is shown in
Fig. 18.6. With simple detection of the maximum location, a discrete
topographic map is obtained.

This approach does not use the full information that is contained
in the contrast curve. By fitting a function on the discrete data, local-
ization of the maximum can be improved.

The most obvious fit function seems to be a Gaussian with an offset:

k(z) = a0 +a1e−(z−zM)
2/a2 (18.15)

For this kind of function a regression is not possible. A (slow) numerical
optimization method had to be used and random access to all data
would be necessary.

A closer look reveals that most of the information is contained in
the planes next to the focus plane. Therefore, the contrast function can
be approximated by a parabola:

k(z) = a0z2 +a1z +a2 (18.16)

The maximum position of a parabola, which is given by

zM = − a1

2a0
(18.17)
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is easy to compute using the following regression formula:

zM = 1
2

kz2 (z̄3 − z̄1z̄2)+ kz
(
z̄2

2 − z̄4

)
+ k̄ (z̄1z̄4 − z̄2z̄3)

kz2

(
z̄2 − z̄2

1

)
− kz (z̄3 − z̄1z̄2)+ k̄

(
z̄1z̄3 − z̄2

2

) (18.18)

The following abbreviations have been used (the index of the maximum
element is Lreg):

z̄1 = 1
2Lreg + 1

2Lreg∑
l′=0

zl′ z̄2 = 1
2Lreg + 1

2Lreg∑
l′=0

z2
l′

z̄3 = 1
2Lreg + 1

2Lreg∑
l′=0

z3
l′ z̄4 = 1

2Lreg + 1

2Lreg∑
l′=0

z4
l′

k̄ = 1
2Lreg + 1

2Lreg∑
l′=0

Kl′ kz = 1
2Lreg + 1

2Lreg∑
l′=0

Kl′zl′

kz2 = 1
2Lreg + 1

2Lreg∑
l′=0

Kl′z2
l′

(18.19)

The convergence and numerical accuracy of Eq. (18.18) is much bet-
ter if the z-offset of the maximum element is shifted to zero for the
regression and only added to zM after the regression.

The algorithm computes the regression moments k̄, kz, kz2 in the
neighborhood of the maximum. For this, the z-stepsize and the approx-
imate width of the contrast curve must be known in advance. These
depend only on the objective used (see Section 18.4.2 ).

The results are acceptable if the global maximum of the contrast
curve is used as z location for the regression, but some systematic er-
rors at object edges can be reduced if the sharpest local maximum is
used instead. As criterion µ for sharpness, the sum of the differences
between the maximum contrast value and its predecessor and succes-
sor is used. This is similar to the second deviation of the contrast curve.

18.5.3 Optimum stepsize

As stated in Section 18.5.1 the stepsize for the focus scan has to be
determined before it starts. Because the stepsize is evident for both
resolution and total computation time it is worth considering how to
choose an optimum stepsize.

The z range that can be used for the parabola regression should
include only values from the top half of the contrast curve, because the
shape differs too much from a parabola below. The optimum stepsize,
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Table 18.1: Typical stepsizes, z1/2, for usual objectives calculated with
Eq. (18.21) and noise-limited resolutions δz from Eq. (18.32). The measure-
ment noise is assumed to be 7 % (ε = 0.07). The stripe width p′′ on the grating is
approximately 12µm corresponding to p′ ≈ 24µm (three camera pixels). The
parameters of Epiplan 100× are outside the valid range of the approximation
formula.

Objective z1/2 [µm] δz [nm]

Epiplan 10×/0.3 5.25 692

Epiplan 20×/0.5 1.59 210

Epiplan 50×/0.75 0.457 60

Epiplan 100×/0.9 (0.255) 34

∆zopt, can then easily be calculated from the number of planes to use
for the regression Lreg and the FWHM 2z1/2:

∆zopt = z1/2

Lreg − 1
(18.20)

Scheuermann [19] found an approximation formula for estimating the
FWHM of the contrast curve when illuminating with a stripe grating.
With this estimation, the optimum stepsize for a stripe grating is

∆zopt =



1
2

0.225p sinα+ 0.13λ
(Lreg − 1) sin2 α

2

: p sinα > 3.87

0.13λ
(Lreg − 1) sin2 α

2

: 3.2 ≤ p sinα ≤ 3.87

(18.21)

with the stripe widthp in object coordinates. α is the objective aperture
angle. Table 18.1 shows some typical stepsizes.

18.5.4 Noise-limited resolution

Finding the maximum of a curve with subpixel accuracy is a very com-
mon problem. A continuous function has to be sampled in discrete
steps. The maximum position of the discrete data is determined by
fitting a function. Two important questions show up: What stepsize is
optimal and how accurate can the maximum be determined? We used
a simple model to investigate these questions theoretically:

• The continuous function f(z) is a Gaussian that is sampled with
three equidistant points fi = f(zi), i ∈ [1..3]. The stepsize is ∆z =
zi − zi−1.

• The fit function is a parabola.
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• The locations of the sample points zi have a small error compared
to the error δfi = εfi of the sample values fi.

Two extreme cases are obvious:

1. The middle sample hits exactly the maximum of the Gaussian (best
case).

2. Two samples are equidistant to the left and right of the maximum,
the third lays beside (worst case).

Error propagation. The maximum location of the parabola is given
by a quadratic interpolation:

zM = ∆z2
f3 − f1

2f2 − f1 − f3
(18.22)

With a linear error propagation for δfi, the error δzM for the maximum
location is:

δzM =
√

2ε∆z

√
f 2

2 f
2
3 − f 2

2 f1f3 − f2f 2
3 f1 + f 2

1 (f
2
2 − f2f3 + f 2

3 )
(f1 − 2f2 + f3)2

(18.23)

The function value for fi is given by a Gaussian with FWHM

b = 2z1/2

a maximum location z0 and an amplitude F0:

fi = f(zi) = F02−4(zi−z0)2/b2
(18.24)

With respect to the FWHM of the Gaussian we introduce a dimensionless
stepsize:

∆z̃ = ∆z
b

(18.25)

Best case. In the best case, when z2 ≡ z0, Eq. (18.23) can be simplified
by setting f1 ≡ f3. After inserting Eqs. (18.24) and (18.25) we obtain:

δz(b)M = ε∆z̃b
2
√

2(24∆z̃2 − 1)
(18.26)

The dimensionless error for the maximum location is:

δz̃(b)M = δz
(b)
M
b

= ε∆z̃
2
√

2(24∆z̃2 − 1)
(18.27)
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Worst case. The worst case is given by z2 = z0+∆z/2. It follows that
f2 ≡ f1. Inserting Eqs. (18.24) and (18.25) in Eq. (18.23) gives:

δz(w)M =
√

2ε∆z̃b
1− 2−8∆z̃2 (18.28)

The dimensionless error for the maximum location is:

δz̃(w)M = δz
(w)
M
b

=
√

2ε∆z̃
1− 2−8∆z̃2 (18.29)

Optimum stepsize. The optimum stepsize can now be computed
by setting the first deviation of Eqs. (18.27) and (18.29) to zero. For
Eq. (18.27) this has no result, because δz̃(b)M goes towards zero for large
∆z̃. For Eq. (18.29) this leads to the equation

1− 28δz̃2 + 16δz̃2 ln 2 = 0

The dimensionless optimum stepsize is:

∆z̃o = 0.4760 (18.30)

Resolution limit. With this value and Eq. (18.29) it is possible to cal-
culate the best reachable dimensionless localization error dependent
on the measurement noise ε:

δz̃ = 0.9411ε (18.31)

From this the possible resolutions for the microscopic topography
measurement can be computed:

δz = 1.8822εz1/2 (18.32)

Table 18.1 shows some typical values for a realistic measurement noise
of 7 %.

18.6 Systematic errors

This section describes typical systematic errors of the topographic mea-
surement system.

18.6.1 Topographic edges

Topographic edges, like steps, cause aperture clipping when imaging
an object point of the lower level. Because of that, points near a step
are very dark in the microscopic image and the lateral resolution is
reduced due to the smaller aperture.



398 18 Topographical Maps of Microstructures

h

Objective

f

a

x
-d

r

I II

z

hs

hs hs

r

l a

I II

Shadow

Effective Aperture

Aperture Circle

Figure 18.7: Aperture clipping at an object step for a reflective object. For
diffuse reflecting objects the aperture clipping is asymmetrical.

Assume that the objective is centered over a point P at x = 0 with
the distance d to the edge, as shown in Fig. 18.7. Then the distance la
up to that aperture clipping and, thus, resolution loss is given by:

la = sinα√
1− sinα2

h (18.33)

Inside this distance the intensity is reduced nearly linear to zero at
d = 0. Obviously the aperture, sinα, is the most important factor.
Smaller apertures are better for imaging deep holes. This is a common
problem for all microscope types (even laser scanning microscopes).

Aperture clipping occurs on flat objects as well. A sloped plane
mirror causes an asymmetric clipping with a loss of intensity and lateral
resolution. If the slope angle is larger than the aperture angleα, no light
reaches the objective.

18.6.2 Reflection edges

Not only topographic steps but also reflection edges cause problems.
Figure 18.8 shows a simple model that explains the reasons: In focus
position 2 a point in the dark object area is focused. A usual contrast
maximum is found there. While moving the focus to position 3, a point
is reached where the focus cone touches the bright object area. This
induces a rise in the local contrast. A second contrast maximum results.
The same happens when moving to position 1.

Watching the microscopic image while moving the focus over a re-
flection edge, the sharp bright edge moves into the dark area while
blurring. This moving edge is recognized as a contrast maximum in
different distances from the geometric edge depending on the focus
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Figure 18.8: Geometric optic model for the origin of fake maxima in the con-
trast curve at reflection edges. The focus cones for different focus positions are
shown. Focused above, on and below the surface.

distance. Figure 18.9 shows an example. The profile across a thin alu-
minum layer on a silicon structure was measured. The contrast image
shows clearly the high fake maximum running away from the edge while
defocusing. The resulting profile shows a deep valley next to the edge,
which makes the identification of the edge inaccurate.

18.6.3 Regression error

Another systematic error results from the different shapes of the re-
gression parabola and the contrast curve. Between the best and worst
case of sampling the contrast curve described in Section 18.5.4 the re-
gression has a systematic deviation from the object shape. Figure 18.10
shows the profile of a slightly sloped planar mirror. The error is large
when the object surface has the maximum distance to the focus planes
and small if the surface is exactly in the focus plane.

On co-operative surfaces this error is the limiting factor for the
system resolution! It is smaller when more planes are used for the
quadratic regression. This requires a smaller z-stepsize and thus longer
computation times.

18.6.4 Fuzzy logic error suppression

The automatic detection of measurement errors is a desirable feature
for all kinds of measuring systems. It reduces the amount of knowl-
edge that the user needs about possible errors and their causes. Ba-
sically, it is a pattern recognition problem. Neural networks are often
successfully used for this task but too slow and too difficult to train.
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Figure 18.9: In a, the contrast along a line crossing a reflectivity step on the
object is shown for multiple focus planes. The maximum position for each pixel
is marked with a cross. b shows the corresponding profile.

When there is expert knowledge about the problem and it can be de-
scribed with a few parameters and computation time is important, a
fuzzy logic system recommends itself.

We used the following features as inputs for the fuzzy classificator:

Signal to average ratio: The signal to average ratio is a rough estima-
tion of a contrast curve’s quality. A high signal to average ratio
suggests a low noise level and sharp maximum peak.

Median difference: The difference of the median filtered discrete height
map I and the original map. As the median filter removes popcorn
noise this feature responds well to outliers.

Maximum sharpness: Effects like those described in Sections 18.6.1
and 18.6.2 produce misleading maximums. These are usually not
as sharp as a real focus maximum. The sharpness parameter is
simply the sum of differences between the maximum contrast value
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Figure 18.10: Measurement data of a planar slightly sloping surface. The
points of the largest regression error are in a distance of ∆z/2 = 0.125µm to
the measure point. The maximum error to the plane is about 25 nm. The slope
angle is about 0.33°.

and its predecessor and successor. This is an approximation for the
second deviation of the contrast curve.

These variables are fuzzified and the fuzzy inference is calculated.
The output of the fuzzy classificator is a robust quality measure in the
range [0..1]. It is compared to a threshold for the decision about a
points fate.

For further information on how fuzzy control works, see Chapter 22.

18.7 Measurement of layer thickness

Based on the method of map generation by depth from focus technique
described here, we developed an application to measure layer thickness
on transparent coated, reflective surfaces. The realization succeeded
without any additional equipment, and most parts of the software could
be utilized furthermore.

Transparent coated, reflective surfaces cause an additional maxi-
mum in the axial contrast response of the system, which correlates with
the optical border between air and coating. Figure 18.11 shows a typ-
ical contrast curve for a transparent coated surface together with the
theoretical values calculated by Eq. (18.44). For a more detailed exami-
nation, we modified the sequential algorithm to detect the two highest
local maxima and calculate the appropriate regression moments.
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Figure 18.11: Axial contrast values for a transparent coated silicon wafer, op-
tical and geometrical layer thickness, dopt and dgeom.

The difference between the resulting height values z1 and z2 is called
optical thickness

dopt = |z1 − z2| (18.34)

The geometrical thickness dgeom is a function of dopt, of the refractive
index nc of the coating as well as of further system parameters.

18.7.1 Extensions of theoretical description

The different focus of the two surfaces and a further phase defect re-
sulting out of the transparent coating are considered by the introduc-
tion of a separate OTF for each surface. The geometry of light refraction
and phase defect is depicted in Fig. 18.12. Using Snells’ law, the phase
defect of the refracted wave is

wn = dgeom

(√
n2
c − sin2 θa − cosθa

)
(18.35)

With the equation

sinθa = k̃ sinα (18.36)

we receive the phase defect as spatial frequency

wn = dgeom

(√
n2
c − k̃2 sin2α−

√
1− k̃2 sin2α

)
(18.37)

The OTF of the coated surface is determined as

H2 = exp
(
2π i

(
λ−1 (w2 +wn)

))
circ

(
k̃
)

(18.38)
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Figure 18.12: Light refraction and phase defect at transparent layers.

with

w2 = 2 sin2
(
α
2

)(
z −dgeom

)
k̃2 (18.39)

The relation of intensity amplitudes in case of transmission and re-
flection at an optical border are given by Fresnel’s law for vertical and
parallel polarized waves:

R⊥ =
(
nc cosθa − cosθc
nc cosθa + cosθc

)2

R‖ =
(

cosθa −nc cosθc
cosθa +nc cosθc

)2

(18.40)

For the reflection of unpolarized light at the coating surface

R̄1 = 1
2

(
R⊥ +R‖

)
(18.41)

and with ideal reflection at the coated surface we find

R̄2 = 1
2

(
(1−R⊥)2 + (1−R‖)2

)
(18.42)

The normalized intensity in space frequencies is given by

Ĩ =
(
R̄1H2

1 + R̄2H2
2

)
T̃ (18.43)

The use of the Laplacian operator L̂ and Fourier transformation leads
to the normalized contrast depending on the focus position

C̃(z) =
∫∞
∞

∫∞
∞
p̃2 sinc2

(
p̃
2
k̃x
)

sinc2
(
p̃
2
k̃y
)
L̂Ĩdk̃xdk̃y (18.44)

For known geometrical thickness and refractive index it is possible to
determine dopt as the difference between the local maxima positions
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Table 18.2: Approximation parameterx in Eq. (18.46) for some usual objectives

Epiplan Epiplan Epiplan Epiplan
Objective

10x/0.3 20x/0.5 50x/0.75 100x/0.9

κ [1] 0.045 0.103 0.050 0.101

of Eq. (18.44). We calculated a numerical variation of the parameters
describing the layer and the optical system to find a more simple ap-
proximation with it. The result is a linear dependence of optical and
geometrical thickness

dgeom = doptγ (18.45)

For the correction factor γ there is a good approximation

γ = nc + (nc − 1)κ (18.46)

The parameter κ must be calculated for each used objective but it is in-
dependent of the layer thickness and the refractive indexnc . Table 18.2
shows the values for some usual objectives.

The imaging with high aperture is especially sensitive to the spher-
ical aberration caused by the transparent coating. Reference [29] de-
duced the relationship between the spherical aberration coefficient A
in Eq. (18.14) and a parallel-sided glass plate.

A =
(
dgeom

λ

)(
n3
c − 1

8n3
c

)
sin4α (18.47)

In our case the condition A ≤ 2 represents the range of validity of
Eq. (18.46). For the geometrical thickness that means

dgeom ≥
(

2λ
sin4α

)(
8n3

c

n3
c − 1

)
(18.48)

Below this value, the correction factor γ must be calculated numerically
with Eq. (18.44).

18.7.2 Experimental proof and resolution

For the experimental examination of the connection between optical
and geometrical thickness, we have chosen transparent steps and flat
ramps to determine both values simultaneously.

Obviously it is necessary to consider a computable distinctive mark
between coated and noncoated surfaces. A simple way is to set a thresh-
old of contrast relative to the main maximum. Its value depends on the
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Figure 18.13: Profile of a transparent ramp.

reflection characteristic of the substratum and the coating surface it-
self. Although absorption and scattering inside of the coating material
should be absent, sometimes these effects also influence the measure-
ment and consequently the threshold.

After the determination of dopt with Eq. (18.34), dgeom is calculated
as the difference between z1 and the extrapolated substratum surface
in the coated area.

With this method, it is possible to examine transparent ramps, al-
though they do not fit exactly to the theoretical given point of paral-
lelism. Just the variation of thickness leads to a more detailed infor-
mation on the correction factor γ.

Figure 18.13 shows the profile of a transparent, flat ramp. z1 and
z2 describe the height values of the main and secondary contrast max-
imum, respectively, and zex the subtratum surface below the coating
extrapolated with the data of the noncoated area. Also here it is neces-
sary to set a threshold for the secondary contrast maximum.

The correction factor γ is nearly constant for each of the objectives,
what is necessary for a significant measurement.

The border of a coating ramp is combined with an extreme small
layer thickness. Here, we recognize the limit of resolution of the mea-
surement system. In [23], there is a simple approach to deduce the
theoretical resolution characteristic by superimposing two idealized
Gaussian contrast curves. The minimum decomposable thickness dmin

is proportional to the value of z̃1/2 and the correction factor γ:

dmin = γz̃1/2

(
λ

8π

)
sin−2

(
α
2

)√
1

2 ln 2
(18.49)



406 18 Topographical Maps of Microstructures

Figure 18.14: A cross-like structure at the surface of an integrated circuit chip.
The used objective had a magnification of 100 and an aperture of 0.9.

For high aperture objectives and with it small z̃1/2, the effect of par-
ticular interference gets important and disturbs the measurement. But
in practice, here the double minimum–stepsize of the microscope table
appears to be the bottom limit.

18.8 Applications

The following pictures demonstrate some applications of our approach.
Figure 18.14 shows a topographic map of an integrated circuit. The ob-
ject at the surface is a cross-structure. Using the coating measuring
algorithm you would be able to measure thickness and shape of insu-
lation and surface with the same measuring unit.

With LIGA technology (lithography by using synchrotron radiation,
galvanic forming, and molding of plastics) it is possible to produce
structures with large aspect ratio. The object shown in Fig. 18.15 is
made of the transparent plastic PMMA (polymethylmethacrylate). The
surface is shiny like glass. The measuring fails at the bottom of the
quadratic blind holes. Because of the large aspect ratio of about 5 the
intensity of the reflected light is not sufficient. Especially the edges at
the bottom lie in the shadow of the illumination cone (see Fig. 18.7).

Figure 18.16 shows that our approach was quality controlled by
a glass groove standard of the Physikalisch-Technische Bundesanstalt
(PTB), Germany. The standard was checked with a reference measure-
ment method. In this case PTB used a probe approach to specify the
depth of the groove with 8.38µm.
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Figure 18.15: A structure of polymethylmethacrylate. It was made by using the
LIGA approach. The surface is shiny and the material is transparent like glass.
You may recognize the aspect ratio of about 5. This leads to some artifacts at
the bottom of the holes. The used objective had a magnification of 10 and an
aperture of 0.3.

18.9 Conclusions

Our goal was to design an optically shaped measuring unit with easily
purchased components that can be successfully applied on synthetic
or natural microscopic objects. The serious difficulty to measuring
objects with large aspect ratio could be overcome in most cases. Of
course restrictions exist in the case of undercut object parts or at steep
surfaces. One reason is that this approach is only able to measure a
topographic 2 1/2-D map from one viewing point. The other reason is
that the reflected light may not be received if the surface gradient is
too large. In this case a fuzzy logic diagnoses the problem areas that
would lead to artifacts.

We could develop a theory to describe the optical effects. The con-
trast curve was evaluated theoretically. The results are identical with
the theoretical expectations. To describe the optimal stepsize we use
the FWHM of the evaluated contrast curve. We could also explain shadow
effects at steps. Higher apertures leads to artifacts, especially in the re-
gion near or at surface steps or holes.

To get good contrast values we developed a special contrast oper-
ator based on a Sobel operator. However, the contrast operator is not
the decisive factor in how accurately the approach works. Obviously it
is the symmetry of the contrast curve and the right regression depth
that lead to good results. Too many fitting points would lead to mea-
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Figure 18.16: A glass groove standard of the Physikalisch-Technische Bunde-
sanstalt (PTB), Germany. The original groove has a depth of 8.38µm. The used
objective had a magnification of 10 and an aperture of 0.3.

suring errors because the shape of the used parabolic regression is only
a rough approximation.

The comparison between stripe and checker illumination pattern
showed that stripe patterns produce higher contrast. A large contrast
range is an important condition for accurate measuring. Because of
the higher SNR the regression algorithm computes better results. In
the case of aberrations, the stripe pattern was much more robust than
the checker pattern. The dimensionality of the pattern has to be small
(stripes are one-dimensional) and the periodicity should be adapted on
the periodicity of the video device target.

To measure the resolution we used a slanting plane mirror. We got
an averaged error compared to a plane fit of 15 nm. However, it is
clear that this result was measured under optimal conditions. It also
depends on the optical properties of the microscope and on the surface
properties of the object. A resolution below 100 nm should be real if
an objective with high aperture is used.

If we use a thickness measuring unit of transparent coatings the
optical situation is much more difficult. We developed an optical theory
that allowed us to evaluate a resolution theoretically. Experiments and
theory showed that coatings thinner than approximately 2µm cannot
be resolved. Also of complicated geometric design, artifacts can be
produced by mirroring within the coating surfaces. Fortunately in most
cases the insulation coatings we measure are usually thick enough and
even.
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19.1 Introduction

Digital elevation maps or models (DEMs) are arrays of numbers repre-
senting the spatial distribution of terrain elevations. They can be seen
as gray-scale images, whereby the value of a pixel represents an eleva-
tion rather than a luminance intensity (the brighter the gray-tone level
of a pixel, the higher the elevation of the terrain point corresponding to
this pixel). Useful applications of DEMs can be found in civil/rural en-
gineering, geographic information systems (GIS), geomorphology, wa-
ter resources management, photogrammetry, satellite imaging, etc. A
comprehensive review of hydrological, geomorphological, and biologi-
cal applications of DEMs is proposed in [1].

A low-cost solution for generating a DEM consists in interpolating
the elevation values between the elevation contour lines extracted from
digitized topographic maps. For example, a sample of a digitized to-
pographic map is shown in Fig. 19.1a. The contour lines of this image
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a b

Figure 19.1: a Digitized topographic map; b extracted contour lines (connec-
tions of initially disconnected lines are shown in red). From [2]; (see also Plate 2).

can be automatically extracted using color information. The resulting
image is then cleaned using size criteria (surface area opening and clos-
ing). The filtered contour lines are then thinned using a skeletonization
algorithm. Finally, disconnected lines are reconnected by considering
the distance separating their extremities as well as their orientation.
The resulting contour lines are shown in Fig. 19.1b.

Once the contour lines have been assigned their elevation value, it is
still necessary to interpolate the elevation values of the points located
in between two successive contour lines. The first application detailed
in this chapter (Section 19.2) concerns an interpolation technique based
on geodesic distance and morphological reconstruction transforms.

The extraction of drainage networks from DEMs is essential for sim-
ulating river flows in response to a given rainfall. A technique based on
the computation of drainage surface area is described in Section 19.3.
Finally, we show in Section 19.4 that the automatic delineation of catch-
ment basins on DEMs can be achieved with the watershed transforma-
tion detailed in Volume 2, Section 21.5.4.

19.2 Geodesic interpolation of contour data

A larger image of elevation contour lines is shown in Fig. 19.2: each line
has a constant gray-scale value corresponding to the terrain elevation
along the line and the elevation values of the pixels belonging to white
regions in between two successive contour lines are unknown.

In this example, contour lines are associated with terrain elevation
values but they could represent other spatial-dependent characteristics
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Figure 19.2: A larger sample of an image CL of elevation contour lines. Eleva-
tion values are constant along the lines and only known along these lines.

of an object. For instance, one could transform a gray-tone image into
an image of iso-intensity contour lines and then attempt to regenerate
the original image (i.e., lossy image compression technique). There is,
therefore, a need for interpolating values located in between successive
contour lines. Geodesic transformations are at the basis of an efficient
method taking advantage of the topological and morphological prop-
erties of the contour lines. The method requires two steps [3]: i) gen-
eration of two plateau images; and ii) interpolation along the steepest
slope lines.

19.2.1 Plateau image generation

A magnified section of an image of contour lines is shown in Fig. 19.3a.
The pixel p lies within a white region surrounded by two contour lines
referred to as its lower and upper contour lines. The lower contour line
of a pixel p is denoted by Cl(p) and the upper one by Cu(p). These
two contour lines may be identical as shown in Fig. 19.3b or when p is
located precisely on a contour line.

The elevation of both the lower and upper contour lines associated
with each pixel is determined by calculating two plateau images Pl and
Pu from the image CL of contour lines:

Pl(p) = CL[Cl(p)]
Pu(p) = CL[Cu(p)]

Hereafter, we assume that the image CL of contour lines has values
strictly greater than 0 along the contour lines, the remaining pixels
being set to 0 (i.e., unknown values to interpolate). The computation of
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Figure 19.3: Magnified section of an image of iso-intensity contour lines with a
pixel p located in a white region where intensity values are unknown: a p lies
between two successive contour lines; b p lies inside a closed contour line. Cl(p)
and Cu(p) are, respectively, the lower and upper contour lines of the pixel p.
Note that these contour lines are identical in b.

the plateau images requires the definition of the following image M :

M(p) =
{
CL(p) if p belongs to a contour line
tmax otherwise

(19.1)

The plateau images are then obtained by performing a morphological
reconstruction by erosion of CL fromM for the lower plateau image Pl
and a morphological reconstruction by dilation of M from CL for the
upper plateau image Pu:

Pl = R?CL(M) (19.2)

Pu = RM(CL) (19.3)

The procedure is illustrated in Fig. 19.4 on 1-D profiles. Figure 19.4a is
a 1-D profile of an image of contour lines. The image M is generated
according to Eq. (19.1) and is shown in Fig. 19.4b. The resulting plateau
images are shown in Fig. 19.4c and d. Pl and Pu give for each pixel the
elevation of, respectively, the lower and upper contour lines.

The methodology applied to the image of contour lines shown in
Fig. 19.2 outputs the plateau images shown in Fig. 19.5.

19.2.2 Interpolation along steepest slope lines

In Section 19.2.1, morphological reconstruction algorithms have been
used for generating a pair of plateau images starting from an image
of elevation contour lines. This was the first step towards the inter-
polation of the elevation values of the pixels located in between two
successive contour lines. The second step consists in calculating the



19.2 Geodesic interpolation of contour data 415

a

p

C(p)

h
   max

b

p

M(p)

h
   max

c

p

Pl(p)

h
   max

d

p

Pu(p)

h
   max

Figure 19.4: Plateau generation in the 1-D case. Starting from a contour line
representation in a, plateau images are automatically generated using morpho-
logical reconstruction with appropriate pairs of mask/marker images: b image
M derived from CL using Eq. (19.1); c plateau image Pl = R?CL(M); d plateau
image Pu = RM(CL).

value of each pixel p by a linear interpolation along the geodesic going
from its upper contour line Cu(p) to its lower contour line Cl(p) and
passing through p.

A magnified section of an image of contour lines is shown in Fig. 19.6.
In this figure, a pixel p located in between its upper and lower contour
lines is drawn with the corresponding geodesic linking the pixel to both
contour lines. The shortest path going from Cu(p) to Cl(p), included
in M and passing through p, is made of the geodesics from p to Cl(p)
and from p to Cu(p).

We assume that the difference of elevation between Cu(p) and Cl(p)
is evenly distributed along the geodesic path. The interpolated value
H(p) of p equals, therefore, the weighted mean of Pu(p) and Pl(p) by
the geodesic distances from p to Cu(p) and to Cl(p), respectively:

H(p) = Pl(p) dM[p,Cu(p)]+ Pu(p) dM[p,Cl(p)]
dM[p,Cl(p)]+dM[p,Cu(p)] (19.4)

where the geodesic mask M is the set difference between the image
definition domain and the contour lines, and Pu and Pl are the plateau
images defined in Section 19.2.1. The length of the geodesics linking
each pixel to its upper and lower contour lines is determined from
two geodesic distance functions: from odd to even contour lines and
vice versa (odd contour lines are obtained by considering one contour
line out of two and starting from the contour line at the lowest level).
The two marker sets R1 and R2 are defined as the set of even and odd
contour lines, respectively. The two corresponding geodesic masks M1
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a b

Figure 19.5: Plateau images derived from Fig. 19.2 and using a Eq. (19.2) and
b Eq. (19.3).

dM(p,Cl(p))

p

dM(p,Cu(p))

Cl(p)

Cu(p)

M

Figure 19.6: Interpolation of the value of a point p located in between its lower
Cl and upper Cu iso-intensity contour lines. The geodesic mask M is defined as
the space delineated by these two contour lines.

and M2 are defined as the image domain of definition except the set of
odd contour lines for M1 and even contour lines for M2. The geodesic
masks, reference images, and the geodesic distance functions derived
from Fig. 19.2 are provided in Fig. 19.7.

The geodesic distance functions DM1(R1) and DM2(R2) shown in
Fig. 19.7e and f allow us to calculate the geodesic distances required
by Eq. (19.4). The resulting interpolation on the image of contour lines
is shown in Fig. 19.8.

The geodesic interpolation works for peak and pit configurations
where a contour line is reduced to a unique point. This is illustrated
in Fig. 19.9 for the interpolation of the elevation values of the points
surrounded by the very last elevation contour line of a hill.
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a b

c d

e f

Figure 19.7: Geodesic distance functions from even to odd contour lines (a, c ,e)
and vice versa (b, d, f): a geodesic mask M1, that is, whole image plane except
odd contour lines; b geodesic mask M2, that is, whole image plane except even
contour lines; c marker setR1, that is, even contour lines; d marker setR2, that is,
odd contour lines; e geodesic distances DM1(R1); f geodesic distances DM2(R2).
Odd and even contour lines are extracted from the iso-intensity contour lines of
Fig. 19.2.
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Figure 19.8: Interpolated image from the image of contour lines of Fig. 19.2
and using Eq. (19.4).

19.2.3 Extensions

The geodesic interpolation technique presented here can be directly ex-
tended to the interpolation of intermediate cross-sections of 3-D binary
images [4]. Indeed, it provides us with a model for deforming a given
shape into another one. Applications to the interpolation of temporal
sequences of images for image compression and coding have also been
considered in Salembier et al. [5] and Marcotegui and Meyer [6]. Finally,
the method has been adapted for the interpolation of mosaic images
in Meyer [7]. Pseudo-code for Euclidean geodesic distance functions is
given in [3].

19.3 Drainage network detection

Drainage networks are topographic features where water run-off is con-
centrated. They represent a fundamental concept in earth sciences, and
their extraction from DEMs is at the basis of most quantitative studies
in hydrology and water management.

Two distinct approaches may be considered for defining drainage
networks. The first one is a morphological approach where pixels be-
longing to the drainage network are defined from local morphologies,
for example, [8, 9, 10, 11, 12]. The most common morphology consid-
ered is a curvature coefficient. For example, all pixels having a con-
cave curvature coefficient higher than a given threshold are considered
drainage pixels. This approach has two major drawbacks: i) there ex-
ists no absolute threshold level to discriminate drainage pixels from
other pixels and ii) the drainage networks obtained are generally dis-



19.3 Drainage network detection 419

a
contour line

peak

b

c

d

Figure 19.9: The interpolation technique based on geodesic distances is suited
to the interpolation of summits: a input image, elevation values are known only
along the contour line and at the highest point surrounded by the contour line;
b geodesic distance function from the peak; c geodesic distance function from
the contour line; d resulting interpolation.

connected because the pixels are processed separately. Additional pro-
cessing steps are therefore needed to connect extracted pixels and to re-
move irrelevant ones. The second approach is a hydrological approach
where a flow of water is simulated over the topographic surface. The
downstreamDW of a pixel p is defined as the steepest slope path start-
ing from p. The contributing drainage area CDA of a pixel p is then
defined as the number of pixels whose downstream goes through p:

CDA(p) = #{p′ | p ∈ DW(p′)} (19.5)

Drainage pixels are then defined as the pixels having a contributing
drainage area greater than a given threshold S:

p, drainage pixel a CDA(p) ≥ S
This definition was first proposed by Speight [13]. Contrary to the
morphological approach, the resulting networks are always connected.
However, difficulties often arise when determining the steepest slope
paths because downstreams may be interrupted by meaningless min-
ima, and flow directions through plateaus are not defined [14]. A plateau
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at level h is an equivalence class of pixels defined by the equivalence
relationship R, such that

p R q a there exists an iso-intensity path linking p to q

The descending border of a plateau is the set of pixels of the plateau
having at least one neighbor at a lower altitude than that of the plateau.
Flow directions remain undefined for all other plateau pixels.

The algorithm presented in [15] and summarized hereafter imple-
ments the hydrological definition of drainage networks. It relies on a
morphological preprocessing of the DEMs aiming at removing all irrel-
evant minima and plateau regions.

19.3.1 Removal of irrelevant minima

The fluvial erosion processes will usually not produce minima at the
current spatial resolution of DEMs [16]. We therefore assume that all
minima of a DEM that are not connected to the image border are arti-
facts or data errors (except for special terrains such as volcanic, karst,
or recently glaciated landscapes). Algorithms based on local filtering
operations such as convolutions or morphological closings usually fail
to remove all irrelevant minima and may even produce new minima.
Soille and Ansoult [17] showed that a morphological reconstruction by
erosion can be used to solve this problem. The filter consists of a gen-
eralization of the transformation used for removing the holes of the
connected components of a binary image. Indeed, the holes of a binary
image are defined as the set of its regional minima not connected to the
image border. This definition applies directly to gray-scale images and
can be implemented using a minima imposition technique. The marker
image fm used in the morphological reconstruction by erosion is set to
the maximum image value except along its border where the values of
the original image are kept:

FILL(f ) = R?fm(f)

where

fm(x) =
{
f(x) if p lies on the border of f
tmax otherwise

This morphological reconstruction corresponds to a generalization of
the algorithm used to fill holes of binary objects. It is illustrated in
Fig. 19.10 for a 1-D signal (see Fig. 19.17c for an example on a 2-D
image).
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Figure 19.10: Fillhole on a 1-D signal f : all inner minima of f are removed by
the morphological reconstruction of f from the marker function fm.
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Figure 19.11: Lower complete transformation: a original image, plateau in
gray; b geodesic distance function on the plateau from the descending border
pixels (in gray), using 4-connectivity; and c lower complete image.

19.3.2 Determination of flow directions

The drainage direction at a point p is the direction of the neighbor of p
that has the lowest elevation and has a lower elevation than p. If sev-
eral neighbors satisfy these conditions one is chosen arbitrarily among
them. Within plateaus, no neighbor pixel satisfies these conditions and
drainage directions remain undefined. A solution may consist in look-
ing for a point of lower elevation in a larger neighborhood. A better
approach is to transform the input DEM into a lower complete image.
A lower complete image [18] is an image whose only points having no
lower neighbor are the points of the regional minima. The lower com-
plete image is constructed by adding an auxiliary relief to the plateaus.
This auxiliary relief corresponds to the geodesic distance function of
the descending borders of the plateau inside the plateau. Thus, the
value of the auxiliary relief at a given plateau pixel p corresponds to
the length of the geodesic (i.e., the shortest path) linking p to the de-
scending border of the plateau. This is illustrated in Fig. 19.11 with
numerical values.
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a

b

Figure 19.12: a Perspective view of a plateau image, and b of its lower complete
version.

Figure 19.12 illustrates the lower complete transformation with a
perspective view of plateaus (Fig. 19.12a), and its lower complete ver-
sion (Fig. 19.12b).

Note that values of points higher than the plateau are increased by
the largest computed geodesic distance (Fig. 19.11c). Consequently,
the resulting DEM has more levels then the original one, but ordered
relationships between pixels are preserved (except on plateaus, by def-
inition).

The lower complete transformation can be achieved by means of
sequential algorithms as described in [19]. A more efficient method
based on hierarchical queues of pixels is detailed in [15]. The lower
complete transformation of the DEM allows the determination of the
flow direction for each point of the model because the only pixels of
a lower complete image having no lower neighbor are the points of
the regional minima. These minima correspond to the outlets of the
drainage networks. Figure 19.13b shows the image of flow directions
of the DEM presented in Fig. 19.13a.

19.3.3 Flow simulation

We now simulate a flow of water for determining the contributive drain-
age area CDA of each pixel. According to Eq. (19.5) the CDA of a pixel
equals its surface area (i.e., 1 if it is computed in number of pixels) plus
the sum of the CDA of its neighbors draining through it:

CDA(p) = 1+
∑

i | pi∈NG(p)∧p∈DW(pi)
CDA(pi)

The image of cumulative drainage areas is therefore initialized to 1. We
then start to simulate the flow from the pixels at the highest elevation
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a b

Figure 19.13: a DEM and b the corresponding image of flow directions.

Figure 19.14: Image of contributing drainage areas of the DEM presented in
Fig. 19.13a.

and let them drain towards their lowest neighbor. When a pixel drains
towards another, theCDA of the latter is incremented by that of the for-
mer. The process is then repeated for the second highest elevation and
so forth until the lowest elevation is reached. When a pixel has more
than one neighbor at the lowest elevation, one of them is chosen ran-
domly to avoid systematic errors. The resulting image of contributing
drainage areas is shown in Fig. 19.14. This image can be thresholded at
a user-defined value S to extract the drainage network pixels draining
at least S pixels. Figure 19.15 shows the drainage networks for various
threshold levels.
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2000 500

100 30

Figure 19.15: Thresholdings of the image of contributing drainage areas shown
in Fig. 19.14. Threshold values are in number of pixels.

Notice that DEMs are also used in bathymetry [20]. The detection of
undersea canyons along the continental margins can be achieved with
the presented methodology. For example, Fig. 19.16 represents the
undersea ‘drainage networks’ or canyons superimposed on the input
DEM.

19.4 Watershed detection

Due to its very nature, the watershed transformation (Volume 2, Sec-
tion 21.5.4) can be applied to digital elevation models (DEMs) for de-
lineating their catchment basins. However, a direct computation of the
watersheds of a DEM leads to an over-segmented DEM. For example,
Fig. 19.17a is a DEM of a mountainous area with a dense hydrographic
network and Fig. 19.17b represents the watersheds of this DEM. There
is an over-segmentation because all catchment basins should be con-
nected to the border of the DEM. Indeed, topographic surfaces exposed
to fluvial erosion processes do not normally contain any regional min-
ima at the current spatial resolution of DEMs: the water flows down
until it reaches the sea. It follows that all minima not connected to the
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Figure 19.16: Submarine drainage networks extracted from bathymetric data
of the approaches of the Channel in the NE Atlantic. The cell size is 200m ×
200m. The network has been extracted using a threshold of 300 cells for the
cumulative drainage area. The canyon network incises the continental slope
from the shelf (-200 m) to the abyssal plain (-4500 m); (see also Plate 3).

image border must be removed before applying the watershed trans-
formation. This is achieved with the morphological reconstruction by
erosion detailed in Section 19.3.1. The internal regional minima of the
input DEM are displayed in Fig. 19.17c. The watersheds of the ‘filled’
DEM produce the correct segmentation [17]. They are superimposed
on the original DEM in Fig. 19.17d.

19.5 Concluding remarks

The subgraph representation of a gray-scale image used in morphologi-
cal image processing corresponds to a topographic representation. It is
therefore not surprising that morphological operators are well-suited
to the processing of DEMs. In fact, many morphological operators such
as the watershed transformation are based on geomorphological con-
cepts. The techniques presented in this chapter have been illustrated
on regular DEMs defined over a square grid. They all apply to the
less common triangulated irregular networks (TINs) whereby the to-
pographic surface is sampled on surface specific points such as peaks,
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a b

c d

Figure 19.17: Automatic delineation of the catchment basins of a digital eleva-
tion model (DEM) using the watershed transformation: a input digital elevation
model (DEM); b watershed on original DEM; c internal regional minima of the
input DEM, that is, FILL(a) − a. d watershed of ’filled’ DEM superimposed on
input DEM. The fillhole transform must be applied to the input DEM before ap-
plying the watershed transformation so as to avoid oversegmentation.

ridges, and breaks in slope. Indeed, the neighboring relationships be-
tween the points define a graph that can be processed with morpho-
logical operators (see [21] for a general introduction about graph mor-
phology and [22] for watersheds on graphs).
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20.1 Introduction

The use of 3-D surface models for the purpose of information process-
ing is gaining importance. Highly realistic 3-D models are readily used
to visualize and simulate events, for example in flight simulators, in
games and the film industry or for product presentations. The range
of applications spans from architecture visualization [1] over virtual
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television studios [2], virtual presence for video communications [3] to
general virtual reality applications (see Chapter 24).

A limitation to the widespread use of these techniques is currently
the high cost of such 3-D models because they have to be produced
manually. Especially, if existing objects are to be reconstructed, the
measurement process for obtaining the correct geometric and photo-
metric data is tedious and time consuming. With image-based 3-D ac-
quisition systems we intend to solve this problem. Such systems should
ideally require only a set of images or a video of the object from various
viewpoints. The system should then automatically extract a complete
3-D surface description of the observed object.

3-D scene measurements can be obtained with either active or pas-
sive techniques. With active techniques, some kind of energy is pro-
jected onto the scene and the energy response is measured. This class
of range sensors is described in detail elsewhere in this handbook (see
Volume 1, Chapters 18–20, Chapters 17 and 21). They usually give the
highest measurement precision, but at the cost of expensive dedicated
acquisition hardware and a principally limited measurement range. The
passive techniques, on the other hand, rely only on the natural image
content as given by the camera. Because of this, they can not guaran-
tee as precise measurements as with the active techniques. The great
advantage of passive techniques, however, is their simple acquisition
hardware (one or two cameras suffice) and the wide depth range that is
limited only by the displacement of the cameras. With a single-camera
structure from motion approach as described in this chapter it is possi-
ble to model complete landscapes as well as small objects or buildings.

Passive 3-D modeling from image sequences is still a recent topic
in computer vision research. Great effort went into developing algo-
rithms that estimate 3-D object shape from various sources, termed
shape from motion, stereo, and others [4, 5]; see also Volume 1, Chap-
ter 18. On the other hand, research was conducted to find solutions to
the problem of rigid object motion [6, 7]. The problem of dynamic non-
rigid bodies was addressed by Terzopoulos and Metaxas [8] and Pent-
land and Horowitz [9]. Some approaches are reported from monocular
vision systems to compute dense depth maps for orthographic [10]
and perspective projection [11, 12] and from calibrated stereoscopic
systems [13, 14, 15, 16].

Metric reconstruction from uncalibrated sequences is still under in-
vestigation. In the uncalibrated case all parameters—camera pose and
intrinsic calibration as well as the 3-D scene structure—have to be es-
timated from the 2-D image sequence alone. Faugeras [17] and Hartley
[18] first demonstrated how to obtain projective reconstructions from
such image sequences. Since then, researchers tried to find ways to
upgrade these reconstructions to metric (i. e., Euclidean but unknown
scale, see, for example, Heyden and Åström [19], Pollefeys and Van-
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Gool [20], Pollefeys et al. [21], Triggs [22]). While most of the research
focused on certain aspects of the modeling such as camera tracking,
calibration, or depth estimation, only few systems were developed that
cover all aspects of 3-D modeling from camera tracking and calibration
over depth estimation to the generation of textured 3-D models.

The application described here discusses such a complete 3-D mod-
eling system. It automatically models rigid 3-D objects that are ob-
served by a moving camera or that rotate in front of the camera. Ge-
ometry and surface texture as well as object and camera motion are
extracted from the image sequence alone. Section 20.2 sketches the
general structure of the modeling system. Section 20.3 discusses the
camera self-calibration for uncalibrated monocular image sequences.
In Section 20.4 the depth estimation from a single image pair is devel-
oped in some detail. Section 20.5 deals with the 3-D model generation.
We will conclude with some examples.

20.2 System overview

The complete modeling system can be divided into the three main mod-
ules, calibration, depth estimation, and 3-D model building.

Camera calibration. If depth has to be estimated from an image se-
quence a calibration of camera view points and intrinsic parameters is
necessary. Depending on the available camera configuration different
approaches can be used to calibrate the image sequence. The described
system was originally designed to work with a calibrated stereo rig
where the calibration is available from a priori off-line calibration [23].
The need to calibrate the rig and the specialized hardware necessary
to record stereoscopic image sequences limit the practical use of this
system. In order to deal with the more realistic situation where only a
single camera is available and no calibration can be performed before-
hand, we extended the system to work with monoscopic uncalibrated
image sequences as well. Subsequent images of the sequence are then
treated as stereoscopic image pairs thus allowing the use of the mod-
eling system with a virtual stereo rig.

Stereoscopic depth estimation. Stereoscopic image pairs are used
to extract depth maps of the scene. Different methods such as block
matching, interpolation, and differential subpixel estimation are em-
ployed to achieve highest accuracy. Epipolar constraints as well as
some scene geometry constraints are used to guide the correspondence
search and to obtain a dense and accurate depth map.

Three-dimensional model building. The surface model generation
itself is divided into three modules:
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Figure 20.1: Structure of the 3-D scene modeling system.

• the depth measurements from each view point are converted into a
3-D surface model that is approximated by a triangular wire-frame;

• the different surfaces are registered in a consistent object coordi-
nate system and the surface geometry is updated according to the
depth measurements; and

• the different surfaces are fused together to form the complete object
and the surface texture is mapped onto the model to add realism
for visualization.

The resulting textured 3-D surface model is stored in VRML-format
for easy interchange with visualization systems. The detailed structure
of the complete modeling system is shown in Fig. 20.1.

20.3 Image acquisition and calibration

The imaging camera is described as a pinhole camera with perspective
projection. In that case the camera projection matrix P has the form

P = K[R|-Rt] with K =
 cx hs hx

0 cy hy
0 0 1

 (20.1)

where R indicates the camera rotation and t is the position of the pro-
jection center in world coordinates; K contains the internal camera pa-
rameters: cx and cy are the horizontal and vertical focal length (in
pixels); h = [hx,hy]T is the principal image point, and hs is a measure
of the image skew.

20.3.1 Off-line calibration

For the off-line calibration of the binocular stereo rig all camera param-
eters are calibrated with the calibration according to Tsai [24]. A planar,
tilted calibration pattern is presented to the stereo rig from which the
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relative orientation and intrinsic parameters are estimated with high
accuracy. The calibration computes a Euclidean metric with absolute
scale in the calibration reference coordinate system. In fact, any well-
established calibration technique can be used for this purpose (see also
Volume 1, Chapter 17).

20.3.2 Online self-calibration

The approach of using a calibrated stereorig is feasible in controlled
laboratory and indoor environments, but can not be applied to image
acquisition in an unrestricted outdoor environment. Often it is not
possible to carry along the heavy and delicate equipment that goes with
stereoscopic recording devices. Another challenge is to reconstruct
a scene from few images taken by an uncalibrated consumer photo
camera without any chance to influence the image acquisition. These
demands require additional efforts to analyze the image sequences and
to calibrate them on the fly through self-calibration methods.

If uncalibrated image sequences are processed the system has to
calibrate the camera orientation parameters R, t and the intrinsic cam-
era parameters K from the image data. This is achieved in a two-step
approach. First, a projective calibration of the camera pose is obtained,
followed by an estimation of the intrinsic parameters that remove the
projective ambiguity based on some constraints.

Retrieving the projective framework. Our approach follows the pro-
cedure proposed by Beardsley et al. [25]. At first, feature correspon-
dences are found by extracting intensity corners in images pairs and
matching them using a robust corner matcher [26]. A random sampling
method selects point samples in an a priori defined search region that
are compared by intensity correlation. Different sample sets are then
tested to find the epipolar constraint that is best supported by addi-
tional matches. The epipolar constraint states that the 3-D position
of a point is restricted to the line passing through its image point and
the camera projection center. Therefore the corresponding point is re-
stricted to the projection of this line in the other image. Using this
constraint, more matches can easily be found and used to refine this
calibration. The principle is explained in Fig. 20.2. From the epipolar
constraint a restricted calibration of the setup is calculated. This allows
eliminating matches that are inconsistent with the calibration.

For each camera view point we obtain projection matrices (size 3×4)
of the form

P1 = [I|0] and Pi = [H1i|e1i] (20.2)

where H1i is the homography for some reference plane from view 1 to
view i and e1i is the corresponding epipole.
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a b
c

Figure 20.2: a Image with a priori search region; b search region based on the
epipolar constraint; c prediction of search region in the sequence after projective
reconstruction of the point (used for refinement).

Metric calibration. Such a projective calibration is certainly not satis-
factory for the purpose of 3-D modeling. A reconstruction obtained up
to a projective transformation can differ very much from the original
scene according to human perception: orthogonality and parallelism
are in general not preserved, part of the scene may be warped to infin-
ity, etc. To obtain a metric calibration, constraints on the internal cam-
era parameters can be imposed (e.g., absence of skew, known aspect
ratio, ...). By exploiting these constraints, the projective reconstruction
can be upgraded to metric structure where the projection matrices take
the form of Eq. (20.1) [21].

Some results of point tracking and camera calibration are demon-
strated with the Castle sequence. It consists of 22 images of 720×576
pixel resolution taken with a standard semiprofessional camcorder that
was moved freely in front of the building. In Fig. 20.3 three of the im-
ages and the estimated 3-D-structure of the tracked points with cali-
brated camera positions are displayed. The tracked points are recon-
structed in 3-D to give a sparse object structure. Comparison between
the reconstruction and the real building geometry confirms the good
metric qualities of the calibration (see [21]).

20.4 Stereoscopic depth estimation

In this section we will develop a dense correspondence matching al-
gorithm based on the analysis of stereoscopic image pairs. For the
algorithm it does not matter if we process binocular image pairs from
a stereo rig or subsequent images from a moving camera because we
assume a stationary scene. The camera intrinsic and relative extrinsic
parameters were estimated in the previous (self-)calibration step.

20.4.1 Exploiting scene constraints

The epipolar constraint obtained from calibration restricts correspond-
ing image points to lie in the epipolar plane that also cuts a 3-D profile
out of the surface of the scene objects. The epipolar plane is the plane
defined by the the image point and the camera projection centers (see
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a b c

d

x

y

z

Figure 20.3: a – c show 3 of 22 images of a castle; d a view of the reconstructed
3-D feature points in black and the calibrated camera positions visualized as
pyramids.

also Volume 2, Chapter 17). The profile projects onto the correspond-
ing epipolar lines in the images l and r where it forms an ordered set
of neighboring correspondences (see Fig. 20.4a).

For well-behaved surfaces this ordering is preserved and delivers an
additional constraint, known as ordering constraint . Scene constraints
such as this can be applied by making weak assumptions about the
object geometry. In many real applications the observed objects will
be opaque and composed from piecewise-continuous surfaces. If this
restriction holds then additional constraints can be imposed on the
correspondence estimation. Kochan [27] listed as many as 12 different
constraints for correspondence estimation in stereo pairs. Of them, the
two most important apart from the epipolar constraint are:

Ordering constraint. For opaque surfaces the order of neighboring
correspondences on the epipolar line is always preserved. This order-
ing allows the construction of a dynamic programming scheme that
is employed by many dense disparity estimation algorithms (see Vol-
ume 2, Chapter 18, Cox et al. [28], Falkenhagen [29], Gimel’farb [30]).
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Figure 20.4: a Object profile triangulation from ordered neighboring corre-
spondences; b dynamic programming search path considering occlusions.

Uniqueness constraint. The correspondence between any two cor-
responding points is bidirectional as long as there is no occlusion in
one of the images. A correspondence vector pointing from an image
point to its corresponding point in the other image always has a cor-
responding reverse vector pointing back. This constraint is used to
detect outliers and occlusions.

20.4.2 Image rectification

All forementioned constraints operate along the epipolar line that may
have an arbitrary orientation in the image planes. The matching pro-
cedure is greatly simplified if the image pair is rectified to standard
geometry. In standard geometry both image planes are coplanar and
the epipoles are projected to infinity. The rectified image planes can
further be oriented such that the epipolar lines coincide with the im-
age scan lines. The images are rectified by a planar projective mapping
from the original towards the rectified image planes (Volume 2, Chap-
ter 9). Conveniently the projective mapping is chosen such that the
resulting image distortions are minimized.

20.4.3 Constrained block matching

For dense correspondence matching a disparity estimator based on the
dynamic programming scheme of Cox et al. [28] is used that incorpo-
rates the forementioned constraints on rectified image pairs. At each
pixel in the one image the matcher searches for maximum normalized
cross correlation in the other by shifting a small measurement win-
dow (kernel size 5×5 or 7×7) along the corresponding scan line. The
selected search step size (usually 1 pixel) determines the search res-
olution. Matching ambiguities are resolved by exploiting the ordering
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constraint for the complete scan-line simultaneously. The effect of oc-
clusions on the scan-line search is sketched in Fig. 20.4b. The left and
right scan-line span a 2-D search space that is bounded by a maximum
allowable disparity range. Each entry in this space holds the corre-
sponding cross correlation. Dynamic programming finds the disparity
path with maximum cross correlation through the search space.

The basic algorithm as described in the foregoing was further adapt-
ed to employ extended neighborhood relationships and a pyramidal
estimation scheme to deal reliably with very large disparity ranges of
over 50 % of the image size [29].

20.4.4 Disparity interpolation

The disparity estimates computed with this approach give dense and
reliable depth maps with a disparity resolution of 1 pixel due to quanti-
zation of the search space. This quantization leads to a discontinuous
and rough surface that can not be tolerated in surface reconstruction.
The data must be interpolated with a given smoothing function (Vol-
ume 2, Chapter 8). To solve this problem a disparity interpolation with
the following properties is employed:

• the quantized disparity values are smoothed to remove quantization
artifacts; and

• undefined regions in the disparity maps are interpolated.

A multiscale multigrid surface reconstruction algorithm based on
the work of Terzopoulos [31] was chosen to interpolate the disparity
map with a finite element approximation (see also Volume 2, Chapters 4
and 14). It is assumed that the object area consists of smooth coherent
surfaces that can be modeled as a thin plate with a certain stiffness and
that inside such a region the disparity measurement is either corrupted
by noise or no estimate is available. Care must be taken to select the
appropriate noise model for the interpolation of coarsely quantized
disparity maps. This can be achieved by incorporating the quantization
stepsize in the measurement model [32]. The approach smoothes the
quantization steps but preserves object edges.

20.4.5 Subpel disparity estimation

For highest precision a subpixel estimate may be obtained. The inter-
polated disparity estimates are taken as a starting value for a gradient
matching technique with subpixel accuracy. An affine geometric trans-
formation accounts for the perspective warping of the measurement
window. It is assumed that the object consists mostly of smooth sur-
faces with arbitrary surface orientation. A measurement window (of
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a b

c d

Figure 20.5: Comparison of depth estimation methods for toy house: a left
original image; b reference depth map (dark = far, light = near); c pel-search
depth map; d subpel-estimation depth map, initialized by the interpolated pel-
search depth map.

11×11 pixel) is used for intensity matching. The difference in gray-
level distribution is minimized by fitting the affine transformation be-
tween the measurement windows with a robust least squares estima-
tion [33, 34].

20.4.6 Evaluation of measurement accuracy

The performance and accuracy of the discussed approach is important
when applied in real measurement situations. To quantify the esti-
mation quality we tested the algorithm in a well-calibrated laboratory
setup. A toy house with dimensions 150 mm3 was measured from a
distance of 1300 mm by a calibrated binocular camera rig with base-
line distance of 120 mm. The ground truth for this setup was obtained
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a b c

Figure 20.6: Depth profiles over the roof area with window: a reference profile;
b pel-search profile; c subpel profile.

Table 20.1: Statistics of the mean error edm, its standard deviation σed and
the relative depth error edr for the house model, estimated over 71,513 valid
depth measurements

Method edm[mm] σed[mm] edr = ed
d [%]

Reference 0.00 0.39 0.03

1-pel search 0.28 2.3 0.17

Interpolation 0.23 4.1 0.31

Subpel estimate 0.21 1.5 0.11

by a high resolution active light stripe projection unit (Volume 1, Chap-
ter 20, [35]) that produces a reference depth map with a relative depth
error of 0.03 %. Figure 20.5 shows one of the input images and the
depth maps obtained with the different measurement methods. The
results of the disparity search algorithm in Fig. 20.5c was interpolated
and taken as initialization for the subpixel estimator.

The depth maps in Fig. 20.5 give a qualitative impression on the ob-
tained accuracy. For a quantitative evaluation we took a depth profile
over the object at the height of the roof with its roof window. Fig-
ure 20.6 shows the three profiles. The quantization stepsize of the
disparity search (2.5 mm/pixel) is clearly visible in profile Fig. 20.5b.
In the subpixel estimation the quantization artifacts are removed but
some smoothing is introduced at object edges.

Quality measures for the algorithms were obtained by a statistical
analysis of the deviation between reference depth and estimated depth.
The mean depth error edm, the standard deviation σed and the relative
depth error edr are listed in Table 20.1.

The interpolation introduces some error due to smoothing that is
reflected in the higher depth error variance. The subpel estimator per-
forms best. These values, however, do not reflect the visual reconstruc-
tion quality. The interpolation removes the quantization artifacts that
results in a much better visual appearance of the surface.
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a b c d

Figure 20.7: Modeling from image pair: a original image; b interpolated depth
map; c 3-D wire-frame; d shaded surface model.

20.5 Three-dimensional model building

The modeling of complex objects requires that more than one view is
evaluated to account for occlusions and to improve the object geom-
etry. Surface models from different view points have to be registered
into a consistent object coordinate system. The view-dependent depth
maps are converted to 3-D surface models and newly visible surface
areas are fused into one complete object model. The different mod-
eling steps will be explained with the Head sequence where a person
rotates on a swivel chair in front of a calibrated stereo rig. A sequence
of 160 stereoscopic image pairs was taken during one full rotation of
the person.

20.5.1 Three-dimensional surface approximation

The depth maps are converted into a parametric 3-D surface approxi-
mation by spanning a triangular wire-frame in space (see also Volume 2,
Chapter 25). The triangular mesh was chosen because it is capable of
representing arbitrary surface geometries without singularities. The
size of the mesh triangles can be chosen such that not too much sur-
face detail is lost while keeping the total amount of triangles low. Fig-
ure 20.7 displays modeling results for a single depth map of the Head
sequence. Only 1 % of the depth map points were kept as mesh ver-
tices. This is sufficient to preserve surface geometry as can be seen in
the shaded model. The facial features and even small details such as
the collar could be measured.

20.5.2 Intensity-based motion tracking

Feature-based camera tracking and pose registration as part of the cam-
era calibration process were discussed in Section 20.3. If the motion be-
tween successive images is small then the pose estimate can be refined
by an intensity-based algorithm [36]. The approach will be discussed
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here for a stationary camera and moving objects but is easily extended
to moving cameras [34].

Each object in the scene is treated as an arbitrarily shaped, rigid 3-
D surface. Assume that the surface holds the intensity pattern of the
real object. A surface point x is projected through a camera projection
matrix P onto the image at qwith image intensity Iq. As the object point
moves from x to xT with an incremental orientation change (RT , tT ),
the projection causes an optical flow vector f = qt − q in the image.
The object motion and its projected flow vector are governed by the
general motion Eq. (20.3)

f q = qT − q = P(xT -x) = P
[
RT − I tT

0 1

]
x (20.3)

with xT =
[
RT tT
0 1

]
x (20.4)

The optical flow can be measured from temporal image intensity
changes ∆Iq and spatial image gradients gq by the optical flow con-
straint Eq. (20.5)

∆Iq = IqT − Iq = gqTf q with gqT =
(
∂Iq
∂qx

,
∂Iq
∂qy

)
(20.5)

Substitution of Eq. (20.3) in Eq. (20.5) yields a direct relation between
the observed image intensity changes and the object motion parameters

∆Iq = gqTP
[
RT − I tT

0 1

]
x (20.6)

Equation (20.6) can be computed for each object point that holds
image gradients above a noise threshold. The refined pose estimate
(RT , tT ) is computed by using a minimum variance estimator over all
measurements. It yields accurate measurements because the estimates
are derived directly from the image intensities. Equation (20.6) is it-
erated to account for nonlinearities and convergence is improved by
estimating hierarchical image pyramids [34].

To verify the pose estimator with ground truth information, the toy
house (see Fig. 20.5) was placed on a computer-controlled calibrated
turntable. Seventy-two images with a table rotation of 5° between each
view were recorded with a calibrated stereo rig. The object was mod-
eled from one stereo pair and than tracked over a rotation of about 20°.
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Figure 20.8: a Object and estimated camera poses for k = 72 images as in-
dicated by projection center ck and optical axis ak; b estimated rotation angle
Rz (true value = 5° and accumulated rotation deviation dRz over a full rotation
(72 views).

This procedure was repeated every 20° while registering the object pose
in turntable coordinates. Figure 20.8 shows the measurement arrange-
ment with the estimated camera poses (a) and the estimated turntable
rotation angle Rz. The estimated pose showed very good agreement
with the ground truth pose. When tracked over a complete rotation of
360° the maximum angular deviation was below ± 0.5°.

20.5.3 Surface update and depth fusion

While the object rotates in front of the camera, new surface regions
appear that need to be modeled, registered and fused to the already
modeled surface. Object regions that are visible in more than two views
can be updated to increase the surface accuracy.



20.5 Three-dimensional model building 443

a b

c

Figure 20.9: Surface fusion for the head: a left surface; b right surface; c fused
surface.

Surface update. Updating from multiple view points is performed
by applying a Kalman filter to each object mesh vertex. The vertex
is projected onto the current view point and its 3-D position is up-
dated according to the measured depth and associated measurement
uncertainty. As the view point changes the viewing angle increases and
measurements become more accurate [37].

Surface fusion. Fusion is needed when object parts overlap partially
and new regions become visible. Due to systematic errors and misalign-
ments in the motion tracking the surfaces may not overlap perfectly.
Fusion must take care of the misalignment and provide a smooth tran-
sition between the surfaces in the overlap area. The gap between both
surfaces is closed by weighted depth interpolation. A virtual camera
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a b c d

Figure 20.10: Synthesized views of the shaded head model from a right; b front;
c left; d back view.

a b c d

Figure 20.11: Synthesized views of the textured head model from a right; b
front; c left; d back view; for movie see /movies/20/head.mov.

is placed facing the overlap area and the depth of both surfaces to the
camera is computed. The fused surface in the overlap area is then
interpolated with a weighting function that ensures a continuous and
smooth transition between the surfaces.

New object parts are added incrementally patch by patch until the
object is completely modeled. Figure 20.9 shows the concatenation of
two surfaces from a left and right front view into the fused surface.
This fusion is repeated for other view points until the head model is
completely closed [38].

Surface texture. Texture is added to the complete model in much the
same way as the fusion process. For each surface triangle its visibility
in the images is computed. The image with highest texture resolution
is selected and a texture map is assigned to each triangle. Inconsis-
tencies in illumination between texture maps of adjacent triangles are
smoothed by interpolation. A more complete discussion on this topic
can be found in Niem and Broszio [39]. Figures 20.10 and 20.11 dis-
play some synthesized views of the complete model from all sides. The
model consists of a wire-frame with 3250 vertices and a texture map
with 1024×960 pixels. The shaded views show the geometric surface
detail while the visual quality can be evaluated in the textured views.
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a b
c

Figure 20.12: a Shaded; b textured; and c close-up view of the castle model; for
movie see /movies/20/castle.mov

20.6 Uncalibrated monocular sequences

In this section, the performance of the modeling system is tested on
different monocular outdoor sequences. The castle sequence was in-
troduced in Section 20.3.2 to demonstrate point tracking and camera
calibration. To judge the geometric and visual quality, a model is recon-
structed from the image sequence in Fig. 20.3 and different perspective
views of the model are computed and displayed in Fig. 20.12. In the
shaded view, the geometric details such as the window and door niches
are seen. A close-up look from a position that a human observer would
take reveals the high visual quality of the model.

.
A more quantitative evaluation of metric properties was obtained

by measuring angles in the reconstructed scene between parallel lines
(1.0±0.6°) and orthogonal lines (92.5±0.4°). These results confirm the
good metric reconstruction obtained by the method (see [21]).

20.6.1 Three-dimensional modeling at Sagalassos: A test case

The system was tested on a variety of scenes with different cameras
of varying quality (35 mm photo camera on Photo-CD, digital still cam-
era, camcorders) and was found to work even in difficult acquisition
circumstances. As special test case field trials were carried out at the
archaeological excavation site of Sagalassos in Turkey. This is a chal-
lenging task because the archaeologists want to reconstruct even small
surface details and irregular structures. Measurements with highly cal-
ibrated photogrammetric workstations failed because those systems
could not withstand the high temperatures at the site. We show here
two of the different scenes selected for modeling.
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a b c

Figure 20.13: a Image 3 and b image 6 of the Roman bath sequence; c esti-
mated depth map for image 6 (near = dark, far = light).

a b c d

Figure 20.14: a Textured and b shaded view of the Roman bath model. The
close-up view in c (textured) and d (shaded) shows that even small details such
as single stones are modeled; for movie see /movies/20/bath.mov.

Roman bath. This scene shows the reconstruction of parts of the Ro-
man bath at Sagalassos from eight uncalibrated images taken with a
standard photo camera. Figure 20.13 shows two of the images and the
corresponding depth map. The relative depth error was estimated to
0.8 % and the depth map is very dense. Figure 20.14 reveals the high re-
construction quality. The model gives a realistic impression of the real
object. The close-up view reveals that each stone is modeled, including
reliefs and small indentations. The indentations belong to the fittings
between the stones.

Sagalassos site. The Site sequence in Fig. 20.15 is a good example
of a large-scale modeling using off-the-shelf equipment. Nine images
of the complete excavation site of Sagalassos in Turkey (extension of
a few square kilometers) were taken with a conventional photographic
camera while walking along the hillside. The film was then digitized on
PhotoCD. The Site model in Fig. 20.16 gives a good reconstruction of
the valley relief. Some of the dominant objects such as the Roman bath
and the Agora, as well as landmarks such as large trees or small hills
are already modeled at this coarse scale. It is intended to register the
detailed object models like the Roman bath to the Site and to build a vir-
tual excavation site that one can visit as part of a virtual archaeological
showcase.
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a b

c d

Figure 20.15: Four of the nine images of the Site sequence.

a

b

Figure 20.16: Textured views of the site reconstruction; for movie see
/movies/20/baths.mov; additional movies: /movies/20/site.mov and
/movies/20/temple.mov.



448 20 3-D Modeling of Objects from Image Sequences

20.7 Conclusions

An automatic 3-D scene modeling system was presented that is capable
of building complete surface models from image sequences. The sys-
tem handles calibrated stereoscopic sequences as well as uncalibrated
monocular sequences. It computes dense depth maps and textured
3-D surface models and the object and camera motion from the image
sequence. The system successfully models scenes assuming piecewise-
smooth surfaces. However, some work remains to be done to engineer
a really robust modeling system for everyday use.
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21.1 Introduction

To perform fast and complete 3-D scans on human beings or other liv-
ing objects is a challenge very often facing 3-D measuring technology.
The development of multisensor systems operating on the basis of the
laser light-stripe method has proved to be an effective means to ful-
fill this task. Within seconds human beings and other objects can be
measured three-dimensionally.

A number of different methods have already been developed to gen-
erate 3-D measured data. In one of the most common methods mechan-
ical 3-D coordinate measuring machines are used. A probe is advanced
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towards the object by means of a precision mechanical system. At the
moment the probe contacts the object to be scanned, the coordinate
position of the machine arms are interrogated and the coordinates of
the contact point are calculated. Another method is based on the same
principle, but uses an optical probe to perform contact-free measure-
ments. Due to the fact that both systems require several seconds to
record each 3-D measured value, they are only suited to scan static ob-
jects. This also applies to the method of photogrammetry in which a
series of photographs are taken from different angles. The depth in-
formation is obtained by means of control points or clearly identifiable
corners and edges.

The measuring principle for fast 3-D information recording basically
corresponds to the triangulation principle as described in Chapter 18
and is, thus, a method for measuring distances or heights. The camera
and the illumination system are positioned on the same side of the ob-
ject to be scanned. The elements are arranged relative to each other, so
that the scene to be assessed is illuminated with a laser while a camera
is aimed at the laser plane at a permanent defined angle to the laser
beam. General information about illumination systems in Chapters 3
and 6.

Other optical methods that are based on the generation of spe-
cial light patterns (for more information about light-stripe projection,
phase-shift method and structured illumination, see also Chapter 20)
depend considerably on the surface condition (reflection) of the object.
In order to perform a measurement several images have to be taken
consecutively. During the measurement process the object has to be
static.

Some of the forementioned methods are thus unsuitable for mea-
suring nonstatic objects such as human beings. In contrast to them the
split-beam or light-stripe method is particularly suitable for 3-D profile
scanning on living objects and thus forms the basis of the measuring
principle used in the full-body scanner.

21.1.1 Light-stripe scanners

The light source usually employed within this process consists of a
laser light source in combination with a cylindrical lens. A video cam-
era is positioned at a defined angle to the light source (Fig. 21.1). The
recorded image contains the object information for a complete profile
section over the entire width of the image field. The lateral assignment
of measured values is thus unique, as this information is present with-
out an additional shift in the measured image.

The light line, imaged on the object, is located in the field of view
of the camera and is offset and deflected in accordance with the differ-
ent heights of the object. The angle between the camera and the light
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Figure 21.1: Sketch of the principle of full-body scanning:

source (triangulation angle) determines the magnitude of the offset and
the deflection. The greater the angle, the greater the offset. As the an-
gle is given, the shape of the object at the respective line position can
be determined by means of a simple measurement, and a profile sec-
tion can be generated. Each sensor thus consists of a line-light source
(diode laser with a cylindrical lens) and a matrix video camera with an
upstream bandpass filter matched to the laser. By using the laser-filter
combination, in many applications the sensor systems are predomi-
nantly insensitive to external influences. For general information about
lenses and optics see Chapter 4.

If the sensor is moved over the object and profile sections are gen-
erated simultaneously, a 3-D image of the outer contour of the object is
produced. The measured data obtained in this way encode the spatial
coordinates x, y , z of the laser’s line of incidence on the object. The
smallest distance possible between two consecutive profile sections at
a given sensor speed is achieved when the height profiles are recorded
in video real-time. For charge coupled device (CCD) cameras that ful-
fill the requirements of the European TV standard, that means that the
images are recorded every 20 ms. In this way, 50 profile sections/s can
be generated. With special cameras also 1000 Hz can be achieved.

It goes without saying that one sensor is insufficient to scan an entire
body as it can only “see” those parts of the object that are in its field
of view. For this reason, several sensors have to be combined in order
to sight the object from different directions. Depending on the desired
measuring resolution and the size of the object to be scanned, it may
also be necessary to divide the area into several camera fields. The
individual cameras have to be matched by means of a special calibration
process so that the measured data can be combined.

21.1.2 General scanner requirements

Regardless of the method used, the optical path must not be disturbed
when the signal is recorded. This applies to both shading effects caused
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by the measured object itself (undercuts), as well as for the surrounding
parts that cause interference in the image field.

It should be noted that the inclination of the object surface to be
tested has an effect on the quality of the signal (reflections). Depending
on the selected resolution and the precision of the measuring system,
the roughness of the surface and waviness can also have an effect.

With transparent surfaces, it must also be determined whether sig-
nals can be recorded at all. The effects of light from external sources
can be counteracted by increasing the strength of the light source to
such an extent that a suitable useful signal can still be received using
optical filters. For this reason, it can be concluded that systems using
laser light are preferable as long as they are eye-safe. If the intensity of
the interfering light in the spectral range of the useful signal is too high,
a solution may be provided by changing the frequency of the light used.
Direct external light, such as broadband interfering radiation (e.g., sun-
light), should be avoided if possible, so that the required light output
of the illumination system is not unnecessarily high (safety aspects for
lasers).

With every application, it should be noted that the resolution or the
obtainable precision and measurement volume are directly related. The
larger the measurement volume examined with a sensor, the lower the
maximum obtainable resolution of the measuring system. The resolu-
tion can only be increased above the actual pixel resolution (subpixel
range) if the relevant ambient and measurement requirements are ful-
filled.

21.2 Evaluation hardware and software

To generate the whole measuring volume at a time, all sensors have
to be connected in parallel to the evaluation unit (multisensor system).
For this purpose, high-performance processors are combined with real-
time image processing chips that were specially designed for VIRO-3D
systems. These image processing chips allow the recording of the im-
age data from practically any number of sensors and to evaluate it
synchronously in video real-time. They supply 3-D raw data for each
sensor, which is stored in the main memory of the computer and pro-
cessed by the processor. The 3-D raw data are then converted from
pixel to a metric unit and undergoes a mathematical regression anal-
ysis of object-dependent order, so that a smooth signal form can be
generated. The measured data from all section planes are combined to
form a 3-D model. Depending on the type of application, an additional
smoothing, motion compensation, conversion of the point scatter to
computer-aided design (CAD) files, or a pseudo 3-D representation can
be carried out.



21.3 Mechanical design 455

Figure 21.2: Full-body scanner VITUS.

21.3 Mechanical design

For a complete 360° scan of an object an all-round sensor configuration
is necessary. Generally, three different travel directions are possible:
linear, which can be both vertical and horizontal, or rotary. The latter
are the most economical solution, but can result in measuring errors
due to unavoidable, spontaneous movements of the body. Because this
leads to incorrect measurements in each measuring plane, the final re-
sult can be useless. For this reason vertical feed was chosen, so that
any spontaneous movement of the body has only minimum effect on
the measurement and can be detected and edited out of the measured
data.

In order to scan a high measuring volume, sufficiently long and sta-
ble mechanical systems are required. The setup of the VITUS 3-D scan-
ner is shown in Fig. 21.2. The line lasers are mounted on a fully ad-
justable sensor platform on the sensor frame and are aligned in a way
that the laser lines are horizontal and the section planes are flat. The
cameras are secured to adjustable mounts in the same way.

In order to guarantee a high line quality required for a high measur-
ing resolution, the area to be measured can be divided into different
fields. In addition to that, the measuring area is divided into several
sections by different cameras. They are located above the lasers and
cover a precisely defined triangulation angle. In case of undercuttings,
additional cameras are positioned underneath the laser and cover a
comparable measuring range.
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21.4 Measuring process

Once the measurement starts, the light sources are switched on. During
the measurement, the slide travels vertically at nominal speed and is
nearly vibration-free. A rotational angle sensor supplies clock signals
to the evaluation unit, so that the sensor position can be calculated for
each individual section measurement.

The cameras continuously provide image signals, which are evalu-
ated in real-time. The traveling speed of the slide can be set by the user
for each individual measurement. It directly influences the measuring
time, the section density and, thus, the system’s resolution in verti-
cal plane. Once the measuring time has expired, the scanned person
can leave the gantry and within a few seconds the system is ready to
perform the next measurement.

An example helps illustrate the complexity of this measuring proc-
ess. By means of a VIRO-3D scanning system it takes 18 s to scan a
person with a size of 1.8 m. During this period of time 900 360° profile
sections are produced. Each section measurement consists of nearly
7000 individual measurement steps, so that within 18 s more than 6
million 3-D measuring points are processed, which then form a 3-D
model made of 0.7-1 million 2-D contour points. These 6 million 3-D
points are generated from 4.5 billion image points (4.5 GByte).

21.5 Ranges of application

Most of the scanning systems basically follow the same design and mea-
suring principles, but offer a range of different measuring volumes and
resolutions by using different numbers of lasers and cameras. Even dif-
ferent focal lengths can be used. After the system has been set up, the
sensors have to be adjusted and calibrated precisely (Chapter 19). For
this purpose, a special calibration process has been developed that is
carried out automatically. In the described applications, the following
resolutions depending on the setup are achieved.

Actually, the system will be used for studies in the clothing indus-
tries and ergonomical products. All these applications need the 3-D
information of parts or complete human bodies for creating made-to-
measure products on an actual data basis. Tests with made-to-measure
clothing straight from the factory are still going on. The target was au-
tomatic 3-D scanning of the customer’s contours in combination with
automatic generation of patterns that could be used to produce made-
to-measure clothes and shoes. In some of these applications a link with
the men-model RAMSIS was created to use also the RAMSIS features
(connection to CAD programs, simulations, feature extraction, etc.).
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Table 21.1: Examples for ranges of resolution in applications

Resolution range Application

>= 1 mm Measurement of complete human beings

Measurement of wooden surface profiles

0.1 mm - 1 mm Measurement of parts of human beings

Measurement of aluminium ingots

Welding seam inspection of steel wheels

Piston assembly

0.01 mm - 0.1 mm Welding seam Inspection of laser-welded products

Inspection of tubes for the tightening of seat belts

Visual inspection of applied solder paste

Systems performing full 3-D scans will be used to create blanks
within seconds. After the measured data have been examined and, if
necessary, preprocessed, it is converted into a format that is compat-
ible with computerized numerical control (CNC) milling machines. A
model is then produced on the milling machine, which in turn can serve
as a basis for further blanks. For example, for an artist or industrial
sculpture producers support the case for needed milled prototypes.

These systems also can open up new perspectives in various dif-
ferent fields. They could be used in the field of orthopedic medicine
to scan and monitor spine curvatures quickly and extremely precisely.
Data for made-to-measure orthopedic shoes could be determined with
the same degree of ease and accuracy as for special bandages required
by fire victims, who will not suffer any discomfort as the measurements
are contact-free. Plastic surgery is a further point on the list of future
applications.

21.5.1 Scanning of human beings

New impulses will be given to art and photography—sculptures and
busts could be created automatically and new methods of portrait stud-
ies could be made possible with 3-D photographs (Fig. 21.3). In movies,
actors are already emulated and animated in virtual realities. Databases
for actors could make the borders between reality and animation more
fluid.

21.5.2 Measurement of wooden surface profiles

During the production of chipboards, wooden particles that are mixed
with dry glue are strewed on conveyors passing by underneath the
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a b

Figure 21.3: a Scanning result; b CNC milling result.

strewing bunkers. The chipfleece is transported into presses and is
then pressed into plates. A constant diameter of the chipboards and
an even surface must be granted for a high quality of the boards. A
light-stripe system is used to measure the elevation of the chipfleece
after pressing, so that a 3-D image of the profile of the chipboards is
produced. The produced data are immediately transmitted to the data
processing unit for a direct regulation of the strewing machines.

A resolution of the elevation-measuring system of 1 mm is required
at a strewing width (width of the path) between 1.10 m and 3 m. The
cycle rate of the measurement has to be better than 2 profile images
per s. The surrounding conditions in the chipboard production are de-
termined by the huge amount of dust, especially at the strewing bunker
where the system is installed.

The system was installed as a multicamera system with cameras
positioned vertically above the conveyor. The system searches for the
lighting model on the fleece, which is heavily disturbed due to the in-
homogeneous surface (particles), and decides which profile section of
the chip-fleece according to the situation of the illumination model is
taken. The machine is installed close to the strewing machines and
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Figure 21.4: Measurement setup of aluminum ingots.

even heavy dust development does not cause any disturbances within
the production. The customer integrates the system as a standard mea-
suring installation in Europe and overseas.

21.5.3 Measurement of aluminum ingots

An aluminum foundry supplies ingots that are rolled to aluminum sheets
or foils at the customer’s rolling mill. The 3-D shape of the ingots (di-
mensions: length: 2.5 - 6.5 m, width: 1 - 2.2 m, height: 0.4 - 0.8 m) is
measured by a light-stripe system before the treatment. This is neces-
sary to determine the measurement values, indispensable for the ad-
justment of the milling machine that mills the ingots, and to get rele-
vant quality parameters of the ingots. For the entire measurement of
the ingot a maximum time of 15 s is available. The measurement tol-
erance for the determination of the ingots maximum and minimum is
0.25 mm, for the measurement of the average of the quality parameters
0.1 mm.

The system operates according to the described principle, whereby
light stripes (upper side, 2 lateral faces) are provided by 20 diode lasers
with a line-producing optic. The image acquisition is then received by
20 charge coupled device (CCD) matrix cameras (Fig. 21.4). The cam-
era/laser combination relies on a measuring gantry whose cross mem-
ber is moving across the ingot at a speed of approximately 600 mm/s,
during the measurement procedure. The measurement is carried out
during the entire procedure including the acceleration and the braking
procedure. Here, 20 cameras are analyzed in parallel in video real time.
Consequently, the image acquisition consists of 750 3-D profiles with
6000 measuring points per line (approximately 4.5 mill points). After
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Figure 21.5: Measured sawtooth profile.

the measurement, the ingot is milled on the upper side and the lateral
faces. Then the ingot is turned over and enters the measuring gantry
upside down. Now, the front side of the ingot is also measured.

In order to handle the enormous quantity of data of 15,000 images
in the given time, corresponding to 3 gigapixels per measurement, the
described special hardware is being used. For each real-time board, five
cameras are analyzed in parallel in video real-time. A normal CPU board
calculates the quality parameters and controls the milling information
as well as the quality report printed as diagrams.

The system is integrated into the production process of a rolling
mill in Australia directly in front of the mill. Therefore, outside illu-
mination, extreme atmospheric humidity and temperature, vibrations
and aluminum cuttings have to be considered.

21.5.4 Inspection of tubes for the tightening of seat belts

The inner wall of tubes ensuring the tightening of seat belts has a saw-
toothed profile (Fig. 21.5). In case of an accident, a bolt that tightens
the belt is thrown into the tube. It wedges in the sawtoothed profile so
that the belt remains tighten.

This sawtoothed profile is necessary for the function of the belt
tightening. The profile had been rolled into the tube sheet metal be-
fore the sheet is formed into a tube and then welded. The light-stripe
system has to ensure a constant quality of the profile not only during
the production of the tube but also during further procedures. Immedi-
ately after the rolling stage the system controls the depth of the profile
and, at the same time, a direction information that is located on the
outside of the tube that has to avoid an incorrect installation of the
tube.

The maximum movement speed of the sheet during the profiling
is 60 m/min. The sawtoothed profile is embossed into the sheet with
a nominal depth of 0.35 mm. A depth of the profile of <0.25 mm is
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insufficient for the embossing and the system stops the production
process. The measurement tolerance in this application is 15µm.

The installation is directly integrated into the rolling pass of a metal-
treating company, where the system is placed partly over and partly
under the sheets to be rolled. Shocks, vibrations, dirt, etc., are typical
for these surroundings. Six cameras positioned above the measuring
point are acquiring the image of the light-profile striking on the sheet.
The system controls in video real-time whether or not the sawtoothed
profile-line satisfies the requirements. As soon as the required mini-
mum depth is not given the system sends a signal that stops the pro-
duction.

21.5.5 In-line welding seam inspection of steel wheels

During the automated production process of passenger car wheels the
welding seams that are connecting the wheel’s bowl and rim have to be
inspected automatically according to the following criteria:

• missing welding seam;

• welding seam’s length;

• porous welding seam;

• root penetration and undercut;

• seam’s position relative to the wheel’s bowl;

• thickening at the welding seam’s start position;

• unfilled end crater; and

• 3-D measurement of the seam’s height.

Extremely different welding seams reflections have to be taken into
consideration as soot and smoke areas can alternate with glossy areas
on one and the same seam. In this application up to four sensors oper-
ating in parallel are used per station (Fig. 21.6). The feeding rate while
welding the wheels and while checking the welding seams amounts to
1.2 m/min. This means that profile scans are generated in a raster of
0.4 mm per welding seam. The height resolution as well as the resolu-
tion orthogonal to the moving direction is 0.2 mm.

The individual types of wheels are presented for measurement. Prior
to the actual inspection, the corresponding inspection program has to
be selected. Due to the enabling signal for the inspection system, the
wheels are rotated under the sensors over the entire length of the weld-
ing seam. With a cycle of 50 Hz the system generates a light stripe at
every single welding seam. These successive height profiles of the in-
dividual welding seams are combined to a “3-D shape reconstruction”
and, according to a corresponding error list, evaluated via different
methods of analysis. At the same time, an in-line signal check of the
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Figure 21.6: Measurement setup of welding seam inspection of steel wheels.

profile information is started. An optimum signal quality considering
the seam’s reflection features is guaranteed at any time.

To determine the length of the welding seam an external path-indi-
cating signal that detects the beginning and the end of the welding
seam is linked via the inspection system. At the end of a working cycle
all required details on the welding seam are available and a good/bad
signal is transmitted to the main control unit. Additionally, statistics
about the type of error as well as the error rate are listed. The operator
can call this separate menu on request in order to optimize the welding
process.

Upon validation of each individual inspection system in the pro-
duction environment and an extensive testing phase to prove a 100 %
error recognition in comparison with manual inspection by personnel
(considering the pseudo-rejection rate, of course), the systems are re-
leased as reliable inspection devices and are operating completely self-
sufficiently.

Incorrect decisions caused by different assessments, fatigue or daily
changes of the personnel occur inevitably when conducting manual in-
spections, but can be eliminated from now on. This investment helps
to increase the quality of the products.
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Figure 21.7: Light stripe on printed circuit boards at the upper row of solder
pads.

21.5.6 Visual inspection of applied solder paste on printed circuit
boards

The high density of surface-mounted devices (SMD) on printed circuit
boards together with an increasing amount of connection pins per chip
leads to an increasing density of pads on SMD printed circuit boards.
To solder the SMD components, a solder paste is deposited in a screen
printing process before assembling the components on the printed cir-
cuit board. Proper, complete, and accurate positioning of the solder
paste deposit on the pads is a prerequisite for defect-free assembling
of the printed circuit boards. Otherwise, short-circuits or open connec-
tions can ensue.

The printed circuit boards are fed by a conveyor belt to the test
and inspection station. Once the printed boards are located in the test
and inspection station, the inspection system moves to the areas to be
inspected. The image field of the camera has been chosen in such a way
that entire rows of pads can be inspected within a single image field.

In association with the application-specific flash light system, which
can provide different levels of lighting, dependent on the test to be
carried out, the system test and inspection station checks to determine
if the pads are fully coated (printed) with solder paste and establishes
if there is any misalignment in the printed image. Furthermore, the
integrated light-stripe system module measures the height of the solder
paste deposit at specific places on the board (Fig. 21.7).

Inspecting the entire row of pads is accomplished in < 1 s. After
approximately 100 ms, the camera moves to the next position, so that
a 100 % inspection of all high-density contacts is performed within the
production cycle. The smallest zones of defects or any electrical bridg-
ing of just a few hundreds of a millimeter are detected. Testing the
areas printed and determining any misalignment of the image are car-
ried out with a repetitive accuracy of just a few microns.
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The system detects defective printing with a high degree of cer-
tainty. At the same time, an analysis of trends is possible in order to
detect in good time any developing defects that may become more se-
rious in the course of time and to eliminate the defects before they
adversely affect the quality of the printed circuit board. The defects
are highlighted on the monitor thus enabling the operator to visually
evaluate the defects.

21.5.7 Piston assembly

Two light-stripe inspection systems ensure the correct assembly of pis-
ton rings and guard rings in an assembly line. Both systems use the
triangulation measurements to identify and locate the relevant parts
with high accuracy. In partly automated piston assembly lines, there
are two critical manufacturing steps:

• the correct assembly of all three piston rings of each piston; and

• the correct assembly of the piston and its rod by properly securing
the gudgeon pin with guard rings.

Both steps are done manually using dedicated mounting tools. Be-
cause these tools can neither ensure that correct ring types are mounted
nor detect mispositionings, both steps are highly error prone. The
problem is further aggravated due to the fact that deviations between
incompatible piston rings may be extremely small, making it impossi-
ble for the worker to check the assembly reliably by visual inspection.
In addition, the production cycle of five pallets per min, which means
20 pistons per min, respectively, is far too fast for manual inspection
by the worker.

To cope with these problems, two inspection stations have been in-
tegrated into the manufacturing line, both equipped with the described
optical inspection systems. The first station has to ensure that all pal-
lets are sorted out if one or more pistons show an incorrect piston ring
assembly. The second inspection station has to make sure that no pal-
let passes by if the gudgeon pin is not properly secured on both sides
by a guard ring.

The following defects or incorrect assemblies have to be detected
by the inspection system:

• wrong type of piston ring in one or more slots;

• asymmetric ring mounted upside down;

• piston ring lacking or broken; and

• spring lacking in grooved piston ring.
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Due to only slight differences or asymmetries of the rings that may
be as small as 0.02 mm, high-resolution measurements are necessary
to yield correct classifications.

The measurement setup consists of four cameras (one per piston)
with a field of view of 18 mm height, large enough to image all three
piston rings for all types of pistons. Collimated IR-solid-state lasers
with microline optics project an illumination plane with 45° of inclina-
tion so as to allow for 3-D triangulation measurements of the individual
ring profiles. The resulting system resolution is 0.023 mm in depth and
0.063 mm across the field of view.

Due to dedicated signal processing hardware, the system allows for
simultaneous 3-D profile reconstuctions in video real-time for up to five
camera/laser combinations. Thus, the measurements can be done in
parallel for all four pistons of one engine while the pistons are rotated
around their axis.

Once a pallet is in position, a gantry loader with multiple gripper
lifts the pistons into the measuring position. It then rotates the pistons
about 450° within 3 s before putting them back on the pallet. Acceler-
ation and deceleration ramps are discarded from the measurement, so
360° are checked within 2 s, giving 100 profile scans with constant spac-
ing.

During data acquisition, all binarization thresholds as well as the
laser intensities are adapted individually for all four pistons, using hi-
erarchical feedback control. Data acquisition and binarization is not a
trivial task because scene dynamics is extreme, tapered compression
rings are mat black, and grooved piston rings are chrome-plated.

Once the individual 3-D scan is found to be valid, the ring motion
due to imperfect gripping (σ = 0.6 mm) and ring eccentricity (σ =
2 mm) is reconstructed. Then the assembly can be checked for the a.
m. defects, except for slightly asymmetric rings mounted upside down.

The following incorrect rod assemblies have to be detected by the
inspection system:

• guard ring lacking;

• guard ring mounted but not within allowances; and

• offset gudgeon pin (180° reverse mounted piston).

The assembly is checked in standstill by a the system for all eight
guard rings (two per piston/rod assembly). The measurement setup
comprises eight 3-D sensor units, each consisting of a matrix camera
and three line-projecting solid state IR lasers. The lasers are mounted
at 120° to each other, the light planes intersecting the piston and ring
surface in such a way that the laser spots are almost uniformly arranged
on the guard ring perimeter. By evaluating the 3-D distance of the local
guard ring position at each intersection point from the taught optimum
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position, taking into account all mechanical tolerances of the gripping
system, incorrect assemblies can be detected reliably.

Both inspection stations are fully integrated into the manufactur-
ing line. All types of pistons assembled can be checked without any
mechanical changes to the measurement setup. The robust in-line so-
lution of these quite differing inspection tasks underline the flexibility
and versatility of the light-stripe concept.
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22.1 Introduction

Automatic obtaining and describing human body motion and postures
in digital video images is still a challenging field. Applications are
known in a wide-ranging field from motion analysis in sports or medi-
cine tasks up to man-machine interfaces in virtual reality tasks. This
chapter presents a model-driven system for detecting persons and their
3-D posture in image sequences.
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Early approaches for detecting postures of human bodies in video
images are known from Akita [1], Hogg [2], O’Rourke and Badler [3].
These approaches have already used object models. These models have
a hierarchical structure and were composed from primitives that cor-
respond to the main parts of the human body.

This early work can be seen as the basics of newer applications that
are not only in the area of surveillance and monitoring. Interacting
with a virtual environment [4], serving as part of an intelligent man-
machine interface, understanding the movements of persons [5, 6, 7, 8],
gesture recognition [9], and ergonomics are also promising fields of
recent research [10, 11, 12, 13]. Related work in tracking persons is
made also in the field of motion analysis (see, for example, Section 15).

The presented system uses a strictly model-driven approach, that
is, the detection of image features is initiated by a model. This model
enfolds a description of the internal structure of an object, the geo-
metric outlook of an object and, furthermore, sets of image operations
that are applied to an image in order to extract relevant features. The
proposed system is an image-interpretation system in the sense that it
interprets parts of the image having a well-established correspondence
between 3-D model features and 3-D scene features.

The system works in the 3-D space, that is, the setup of the camera(s)
has to be calibrated in advance. The applied calibration technique uses
a model of a pinhole camera and an approximation method that mini-
mizes distances between the projected midpoints of a calibration table
and the corresponding 2-D image points in the video images [14, 15];
see also Section 23.2.1.

The following sections present first the model, followed by a section
describing appearance and its representation. The matching process is
described in Section 22.4, Section 22.5 explains the implementation,
and the chapter closes with sample applications.

22.2 The object model

The used model serves as a description of what can be detected in
an image. This “what” is considered as an object model in contrast
to a model describing, for example, the setup of the space observed
by a video camera, which may have another representation. An object
model is decomposed into parts. Thus, the object model can be con-
sidered a composition of object model parts, which have a well-defined
inner structure and an associated geometric description. In general,
this model can be applied to articulated objects. These objects should
be composed of parts that correspond to the object model parts. Here,
the model is applied to the human body.
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Figure 22.1: a The internal model; b the geometric model.

22.2.1 Internal model

The internal model of the object model represents the inner structure
of an object. The internal model is a directed noncyclic graph

G = (J,E)
with
J = {J0, J1, . . . , Jn},
E = {E1, J2, . . . , En}

(22.1)

with J as joints and E as edges between the joints. Each pair (Jj, Ei)
defines a part of the object model.

Figure 22.1(a) shows the internal model of a person. The graph
corresponds to the bone structure of a person except edge E2 and the
corresponding symmetric edge. The internal model was designed for
the task of tracking a person and of modeling the movements of a
person appropriately. Joint J0 can be considered as the root of the
graph model.

22.2.2 Geometric model

The geometric model extends the internal model by a geometric de-
scription. Every joint Jj ∈ J has an associated 3-D point P(Jsj ) and
every edge Ei ∈ E has an associated 3-D line L(Ei). This can be ex-
pressed by using a state vector

Jsj =
[
αJj , βJj , γJj , txJj , tyJj , tzJj

]T
(22.2)
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The state vector Jsj describes a transformation between object model
parts. Therefore, every object model part has a local coordinate system
attached. The transformations are given by the three rotation angles

αJj , βJj , γJj and the translation vector
[
txJj , tyJj , tzJj

]T
. Therefore, the

origin of the object model parts is given by the 3-D points P(Jsj ).
If one joint of the internal model serves as root joint of the object

model, the 3-D point P(·) of connected joints can be easily obtained by

P(Jsj ) := T(Jsj−1)T(J
s
j−2) · · ·T(Js0) · P(Js0) (22.3)

where T(·) ∈ R4x4 denotes a homogeneous transformation matrix de-
fined by Jsj , and Js0 corresponds to the position of the root object model
part relative to a world coordinate system. With the homogeneous
transformation matrix, a 3-D rotation and a 3-D translation is described.
Note that the ordering of the matrix multiplication in Eq. (22.3) is de-
termined by the direction in the internal model according to Eq. (22.1).
This means a traversing through the graph from the used object model
to its predecessors, until the root object model part is reached. By this,
the 3-D relation between all object model parts is described.

The 3-D line L(·) associated with an edge Ei ∈ E is defined by

L(Ei) := sj ·
[
txJj , tyJj , tzJj

]T
(22.4)

with sj ∈ R as a scaling coefficient, Ji is the corresponding joint to edge
Ei, and the joint Jj is the predecessor of Ji.

The geometric model itself is built by associated geometric primi-
tives that are defined in the local coordinate systems. The model uses
for every object model part one rotational symmetric geometric primi-
tive such as:

• sphere and ellipsoid; and

• modified cylinder.

The 3-D lines L(Ei), see in Eq. (22.4) are the rotational axis of the ge-
ometric primitives. If more than one edge is modeled for an object
model part, the edge that corresponds to the bone structure is used as
the axis of the geometric primitve. Figure 22.1(b) shows the geometric
primitives associated with the graph. It can be seen that for the edge
E2 and the corresponding symmetric edge no corresponding geometric
primitive is modeled. The trunk is modeled as a modified cylinder, that
is, the generating border of the cylinder is a linear combination of lines
instead of just one line being parallel to the rotational axis L(Ei). The
head is modeled as an ellipsoid and the arms and legs also are modeled
as modified cylinders.

Herewith, the geometric model serves as a description of the volu-
mina of the body of a person. This is used to determine if for a given
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joint configuration Js0, . . . , Jsn the geometric constraints are violated, for
example, determine if the object model parts intersect. The geometric
model can also be used for an evaluation of the shape of an object in
an image. This can be done by the projection of the 3-D model shape
to a 2-D shape in the video image based on the camera calibration.

22.3 Appearance and its representation

Besides the internal and geometric model the approach proposes the
modeling of the appearance of an object in the image. This is done
by linking features to the object model parts in the geometric model.
These features are called model features Mi. The model features have
to correspond to image features, that is, features that can be detected
in the image by a segmentation process. Because the matching process
is performed in 3-D, the (only) restriction for a 2-D image feature is that
it has to lead to a 3-D scene feature Si ∈ S, for example, a 3-D point or
a 3-D line.

For instance, one characteristic appearance of a person is skin color.
This feature can be used to detect the head of a person, if the person
is dressed. The head is represented in the object model as an ellipsoid.
To determine the 3-D position of this feature three questions arise:

• How can the appearance of skin color be mapped to the geometric
model of a head?

• How can the appearance of color under varying illuminations be
described?

• How can the 3-D position of the associated 3-D point be estimated?

22.3.1 Mapping features

The model features Mi are mapped to an object model part by a state
vector Fi(Jj) = (αFiJj , β

Fi
Jj , γ

Fi
Jj , tx

Fi
Jj , ty

Fi
Jj , tz

Fi
Jj ) given in advance. Each ob-

ject model part can be mapped with an arbitrary number of features.
For testing purposes and in a laboratory environment it is useful to
mark the joints of the human body by one landmark that corresponds
to a model feature. For this purpose round plates or colored stripes
can be used (see figures in Section 22.4).

By returning to the example of the head, here, the model feature of
a skin-colored 3-D ellipse is used. The vector F1(Jj) for this specific
feature defines the origin of the 3-D ellipse. This ellipse lies in a plane
cutting the ellipsoid, which is orthogonal to the bottom and in parallel
to the trunk of the object model. The corresponding 3-D scene feature
Si for the 3-D ellipse is obtained by using the given 3-D major and
minor axis of the ellipse, the calculated 2-D major and minor axis of
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the extracted 2-D image ellipse, and the camera model used for the
3-D-2-D-projection.

This leads to possible correspondences between 3-D scene features
Si and a 3-D model feature Mi. The subsequent matching process is
described in Section 22.4.

22.3.2 Color as a feature

Color is a key feature for detecting persons in images [4, 16]. How-
ever, the first step of using color information, in general, is to find an
appropriate color space for the representation of uniform colors, that
is, skin color. The chosen color representation has to fulfill several
restrictions:

• color clusters should be as compact and well separable as possible;

• luminance information should be well separated from color infor-
mation;

• the information should be coded in as few channels as possible; and

• there should be no singularities in the transformed color space.

Ohta et al. [17] used a standard technique of pattern matching theory
(principal component analysis (PCA)) to compute color representations
that satisfy the first restriction. Despite the fact that the “ideal” color
representation with respect to color segmentation depends on the im-
age, they found that the PCA yielded similar results for most real im-
ages. From these results they derived the I1I2I3 color space. The trans-
formation from RGB is as follows:

I1
I2
I3

 =

(R +G + B)/3
(R − B)/2

(2G −R − B)/4

 (22.5)

As a further benefit this color space codes all luminance information
in channel I1, thus satisfying the first restriction. Because color seg-
mentation should be independent of luminance, the I1I2I3 color space
satisfies the third restriction, that is, channel I1 is of no further inter-
est for the segmentation process. Unlike the widely used hue satura-
tion value (HSV) or hue saturation intensity (HSI) color spaces, the I1I2I3
space does not contain singularities and due to linearity the calculation
in this color space is very efficient (unlike, for example, the commission
internationale de l’eclairage (CIE) color spaces).

The I2 and I3 components of the color space are the basis of 2-
D normal probability distributions representing the objects colors. A
color classΩk is determined by its mean vector µk in the I2I3 space and
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the covariance matrix Kk of its distribution

p(c|Ωk) = p(c|µk;Kk) =
1

2π
√

detKk
exp(−1

2
(c − µk)′K−1

k (c − µk))
(22.6)

In the system, color segmentation is implemented as a classification
process with n+ 1 normal distributed classes: n object colors classes
Ωk,1 ≤ k ≤ n and one rejection class Ω0. The classification process de-
termines the membership probabilities for each pixel of the color image
to each of the color classes. The decision rule δ(Ωk|c) to minimize the
risk of an incorrect classification of color vector c is as follows:

pkp(c|Ωk) = max
k=1...n

pkp(c|Ωk) (22.7)

δ(Ωk|c) =


1, if pkp(c|Ωk) ≥

rf − rz
rf − rc

n∑
j=1

pjp(c|Ωj)

1, otherwise
with
rf : costs of incorrect classification;
rz : costs of rejection;
rc : costs of correct classification; and
rc < rz ≤ rf .

(22.8)

Equations (22.7) and (22.8) define a Bayes classifier to minimize the
costs of a false classification.

Because of changes in illumination during the processing of image
sequences, the color classification requires an adaptation of the color
classes. A modified decision-supervised learning algorithm [18] is used
to control the variations of the colors: a feature vector is first classified
and then the classifier itself is updated using the just classified feature
vector by means of supervised learning [19].

Figure 22.2(a) shows the result of the color pixel classification. By
applying a morphological closing operator followed by a 2-D ellipse fit-
ting of the resulting binary image region the 2-D major and minor axes
are obtained that are needed for the calculation of a 3-D scene feature.
The 2-D ellipse in Fig. 22.2(b) is the corresponding image feature of the
head.

22.3.3 Estimating three-dimensional positions of features

The extraction process of 2-D image features only determines pixel po-
sitions in the image. However, the matching process needs 3-D po-
sitions. According to the used explicit camera model, a pixel posi-
tion leads to a 3-D line-of-sight. To get the 3-D position of a feature,
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a b

Figure 22.2: a Applying a color classification; b followed by an ellipse fitting
for the head feature.

depth information also is needed. Basically, two different approaches
are used to get this 3-D information: either a monocular or a stereo
approach, called interfaces of the system. A set of image-processing
operators is applied to these interfaces in order to obtain image fea-
tures such as rectangles, boxes, circles or ellipses. The decision as to
what interface should be applied depends on the application and on
the necessary accuracy. Linking the model to the interface is quite sim-
ple: An image feature linked to the model has to have an appropriate
segmentation routine in the used interface.

Monocular interface. To estimate the depth by the monocular ap-
proach, knowledge of the related object model part is needed. This
means, for example, for the head feature that four lines-of-sight are
calculated as tangents to the extremal points of the image ellipse: one
line to the top, the bottom and to the left and the right of the ellipse.
The estimated depth is given by the position where the elliptic sphere of
the geometric model fits best into the 3-D cone given by the four lines-
of-sight. To improve the depth estimation it is possible also to use the
height of the head (= the component tzJj of P(Jsj ) ). For this, the as-
sumption is made that the person is standing. Herewith, the depth is
given where the height of the head fits best into the triangle, given by
the line-of-sight at the center of the image ellipse and the xy-plane of
the world coordinate system.

Stereo interface. A higher accuracy of the depth estimation can be
reached while using a binocular setup to obtain 3-D information. The
baseline of the two cameras is given by the calibration of the camera
positions in a world coordinate system. An image feature has to be
extracted in both camera images, which leads to two related 3-D lines-
of-sight. The theoretical crossing of the two lines determine the cor-
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Figure 22.3: The model-driven interpretation tree.

responding 3-D point. The system is looking for the closest distance
between the two lines-of-sight instead of real crossing [20].

22.4 Matching

The matching process is performed in the 3-D space. It is divided into
two steps. The first step builds associations between 3-D scene features
Si ∈ S and the 3-D model featuresMi, which are associated with the 3-D
points P(Jsj ) by Fi(Jj). This is done by using an interpretation tree; see
Fig. 22.3 [21, 22, 23].

A “binary length constraint” is used to restrict the search in the
search space that is spanned by the number of joints

r((Si, Sj), (Sj, Sk), L(Ei), L(Ej)) = truea
‖Si′Sj ′‖
‖Sj ′Sk′‖

= ‖L(Ei)‖
‖L(Ej)‖ (22.9)

where Si′ are the scene features Si translated by the state vector Fi(Jj);
see Section 22.3.1. The “binary length constraint” takes the 3-D dis-
tances between the adjacent object model parts into account. This is
supported by the rigid bone length of human bodies.

The internal model itself (see Section 22.2.1), defines the search di-
rection and serves as the interpretation tree. Thus applying Eq. (22.9)
to the situation in Fig. 22.1 leads to

‖Si′Sj ′‖
‖Sj ′Sk′‖

= ‖L(E1)‖
‖L(E2)‖ (22.10)
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a b c

Figure 22.4: a and b Correct matching according to I ; c the result after a higher
3-D tolerance is used in the bone length restriction (each image taken from the
right camera).

on the first level of the interpretation tree, and

‖Sj ′Sk′‖
‖Sk′Sl′‖

= ‖L(E2)‖
‖L(E3)‖ (22.11)

on the second level of the interpretation tree. The result of traversing
the interpretation tree are valid mappings between the scene features
Si and the model features Mj representing the joints Jj . These valid
mappings are called the interpretation

I =
{
(Si, Jj)|Si ∈ S, Jj ∈ J

}
(22.12)

Figure 22.4a and b show examples of a valid mapping. For demon-
stration and testing purposes, the stereo approach is used here. Col-
ored landmarks are mounted close to the joints of the person. These
image joints correspond to the joints of the model. Again, the appear-
ance of the landmarks is determined by an algorithm using stereo vision
to obtain the corresponding 3-D scene feature.

Figure 22.4b shows an example for a correct “false mapping”: cor-
rect according to I , and false because the feet are swapped. The behav-
ior of exchanging symmetric parts has also been reported by Grimson
and Lozano-Perez [23]. Note that this interpretation is rejected by using
the restriction of the geometric model: legs cannot cross each other.

For the mapping process used in Fig. 22.4(c) a higher 3-D matching
tolerance was choosen. This means, that in Eq. (22.9) the restriction
r(·) is true even if the 3-D distances between the transformed scene



22.5 Implementation 477

features ‖Si′Sj ′‖ and the length of model edges ‖L(Ei)‖ fit only approx-
imately. The right shoulder of the person is marked by a red landmark,
the right elbow is marked by a violet landmark, and the right hand is
marked by a green landmark. The left hand is also marked by a violet
mark. Thus, a part of another valid mapping of I is the combination of
the 3-D points in the right shoulder, the left hand and the right hand
as a matching of the right arm (shoulder, elbow, hand) of the model. It
is obvious that the distance between the right shoulder (red) and the
left hand (violet) is longer than the distance between the shoulder (red)
and the right elbow (violet) of the correct match.

To reflect different body sizes, the object model can be adapted in
size if multiple images are processed. To achieve this, the translation
vector (txJj , tyJj , tzJj ) of each object model part is adapted by using a

least-square approach that determines the scaling factor sj in Eq. (22.4).
By this, the 3-D matching tolerance becomes smaller for a longer track-
ing process of a person.

The second step during the matching process is to determine a con-
figuration of the state vector Jsj that satisfies Eq. (22.12). Only the
translation vector (txJj , tyJj , tzJj ) of each object model part is given by
traversing the interpretation tree, using the correspondences between
3-D scene features Sj and joints Jj . This is because the traverse uses
only a length constraint. Thus, the direction, that is, (αJj , βJj , γJj ) of
the object model parts have to be determined. Each angle is further
restricted by an interval defining its minimal and maximal rotation.
This interval is subsampled by 5° steps. By using a backtracking algo-
rithm starting from the endpoints of the internal model (see Eq. (22.1)),
(αJj , βJj , γJj ) can be obtained. Using this restriction of angles the map-
ping of Fig. 22.4(c) can now be rejected.

The applied calculation of the angles can be seen in Fig. 22.5. Fig-
ure 22.5(a,b) shows the correct mapping of the features for the right and
the left camera, respectively. According to this, Fig. 22.5(c,d) shows the
projected geometric model superimposed on the original image. Note
that the orientations of the arms and legs are correct.

It should be pointed out that the use of the same landmarks for
every joint, similar to the example in Fig. 22.5, results in more pos-
sible combinations in the interpretation tree in contrast to the use of
different marks (see Fig. 22.4). With the latter, the interpretation tree
becomes smaller and the matching process faster.

22.5 Implementation

The system is fully implemented by using a C++ class library in order to
handle the complex data structures efficiently. The underlying image
operators are provided by the image analysis tool HALCON [24]. HAL-
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a b

c d

Figure 22.5: Correct matching of the detected image features to the joints of
the object model (a left camera; b right camera). According to the matching, the
geometric model is superimposed on the images (c left camera; d right camera).

CON also has a dedicated class hierarchy. Figure 22.6 shows a part of
the implemented class hierarchy. An overview of software engineering
and programming languages for image processing is given in Section 5.

The main class is the class<ObjectModel> that serves as a container
for the image-interpretation system. The class has a class
<ObjectModelPart> as a root object model part. <ObjectModelPart>
reflects the internal structure of the model; see Eq. (22.1).

An <ObjectModelPart> must have at least one <Feature>. This
class links the sets of image operators to the corresponding object
model part by the knowledge of a model interface (see the following).
Furthermore, it also performs the calculation of the 3-D scene features.
Three-dimensional scene features are registered in a class variable of
the class <Feature> in order to have a uniform access to the scene
features during the matching process.

Specializations of the class <ObjectModelPart> are the classes
<OMP Sphere> and <OMP ModifiedCylinder> that correspond to the
geometric model of the object model. The classes <F Ellipse>,
<F Landmark> and <F ColoredBlob> correspond to the introduced
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Figure 22.6: A part of the class hierarchy of the implemented system (using
UML-syntax).

methods of obtaining 3-D scene features: <F Ellipse> for the skin color-
based matching of the head and <F Landmark>, <F ColoredBlob> in
the stereo approach for testing purposes with landmarks.

For the transparent handling of the mono and stereo approach, the
class <ModelInterface> is designed. The derived classes
<ModelInterfaceMono> and <ModelInterfaceStereo> own one or two
cameras. The model interfaces control the segmentation of the 2-D
image features from the images and support the class <Feature> for
calculating the 3-D scene features. The matching process is also done
by the class<Feature>. The model interfaces know the currently found
model instances and allow display of the models in the image. It should
be remarked again that the whole detection process is controlled by the
class <ObjectModel>. To guarantee this, the model interface activates
the instances of object models after getting the next image of the se-
quence. An instance of a prototypic object model is always available to
take the appearance of new objects in the scene into account.

With this design, it is quite easy to extend the system to more than
two cameras. This is necessary for tasks where the exact positions of
the joints have to be measured or where it is not possible to cope with
covered image parts (e.g., landmarks) for a longer time.

The systems runs on an Ultra Sparc (167 MHz) and can process ap-
proximately 2 frames/s. The most time-consuming task is the match-
ing process. Because the system setup during this step is designed
for learning the movements of the person, there is now the need for
real-time tracking.
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a
b

Figure 22.7: a Detected person in the laboratory superimposed with the model;
b floor plan of the laboratory with the marked path.

22.6 Applications

The two different model interfaces lead to different applications. The
mono interface is predetermined for surveillance and monitoring tasks
where the position of human bodies should be estimated. Therefore,
only the skin-colored ellipse feature is mapped to the head of the model.
According to the example of the color classification in Fig. 22.2, in
Fig. 22.7a the detected model position is presented. Here, the assump-
tion is made that the person is walking; thus the model is used in an
upstanding posture (no more features are used to determine the exact
posture). Figure 22.7b shows the result of the application: in the floor
plan of the laboratory the estimated 3-D positions are projected and
mark the path of the detected person step by step. Alarm zones are
marked in the plan of the observed room. If the path crosses one of
these zones an alarm can be triggered.

The 3-D position can also be used to control pan/tilt cameras for
monitoring tasks. The cameras follow the person if he/she leaves the
current image area. By combining several calibrated pan/tilt cameras,
the 3-D information on a tracked person can be handed over from one
camera to another. Herewith, the monitoring of persons in wide areas
is possible.

An approach of the stereo configuration is the estimation of the 3-D
positions of all joints. These sets of positions can be used by virtual
reality systems or for determining configurations of computer-aided
design (CAD) models. These models are used, for example, in the au-
tomobile industry for analysis in ergonomics. Figure 22.8 shows four
images out of a sequence of 100 images. The sequence shows a person
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a b c d

e f g h

Figure 22.8: a–d Four images out of a sequence of the right camera; e–h cor-
responding postures of the animated CAD-model RAMSIS.

a b c d

Figure 22.9: The projected search areas corresponding to images in Fig. 22.8
(a blue, b green, c red, d violet).

who takes a white box with his right hand, transfers the box to his left-
hand and puts it on a black box on his left hand side. In Fig. 22.8a-d
the matching of the determined joint configuration to the 2-D image
features is shown (all images from the right camera). According to this
the images in Fig. 22.8e-h show the animated CAD model.

When the person moves the box in front of the body two of the
landmarks are covered. This can be seen in Fig. 22.8c. In this case no
3-D positions can be estimated for the corresponding scene feature, for
example, to the right hip. However, the mapping process uses interpo-
lated positions until the features can be segmented again.

To speed up the matching process, the number of found scene fea-
tures should be kept small. Therefore, the region of interest in the
images has to be reduced. A segmentation of the images in foreground
and background regions (see [25]) is a possible approach. However, the
use of the interpolated positions as predicted positions of the features
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for the next image also is useful. The predicted positions and the di-
rection of the movements of the joints determine a 3-D search space.
A projection of these 3-D spaces leads to the regions of interest in the
images based on the used calibration. Figure 22.9 shows the search re-
gions for the blue (a), the green (b), the red (c), and the violet landmark
(d) according to the image (Fig. 22.8b).

Furthermore, the number of possible combinations in the interpre-
tation tree of the matching process is reduced by the prediction of the
search spaces. This is because the matching process allows only 3-D
scene features in the specific 3-D search spaces. In comparison with the
example in Fig. 22.4c, this means that the right elbow (marked violet)
can not be taken for the left hand (also marked violet) any longer after
a correct matching of the right arm.

The prediction of the positions can be improved by learning the
movements of a person by means of extracting appropriate features.
One way is to construct feature vectors using (αJj , βJj , γJj ) over time.
The aim of further development is to identify a periodic motion in order
to describe a motion in a classification framework.
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23.1 Introduction

One of the fundamental requirements for an autonomous mobile system
(AMS) is the ability to navigate within an a priori known environment
and to recognize task-specific objects, that is, to identify these objects
and to compute their 3-D pose relative to the AMS. For the accomplish-
ment of these tasks the AMS has to survey its environment by using
appropriate sensors. This contribution presents the vision-based 3-
D object recognition system MORAL (Munich Object Recognition and
Localization, http://wwwradig.in.tum.de/projects/moral.html),
which performs a model-based interpretation of single video images of
a charge coupled device (CCD) camera. Using appropriate parameters,
the system can be adapted dynamically to different tasks. The commu-
nication with the AMS is realized transparently using remote procedure

485
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Figure 23.1: Overview of MORAL.

calls. As a whole this architecture enables a high level of flexibility
with regard to the used hardware (computer, camera) as well as to the
objects to be recognized.

In the context of autonomous mobile systems the following tasks
can be solved using a vision-based object recognition system:

• recognition of task-specific objects (e.g., doors, trashcans, or work-
pieces);

• localization of objects (estimation of the 3-D pose relative to the
AMS) in order to support manipulation tasks; and

• navigation in an a priori known environment (estimation of the 3-D
pose of the AMS in the world).

These tasks can be formalized by the interpretation

I = 〈 obj,
{
(Ij1 ,Mi1), . . . , (Ijk ,Mik)

}
, (R, t) 〉 (23.1)

with the object hypothesis obj, the correspondence (Ijl ,Mil) between
image feature Ijl and the model feature Mil , and (R, t) the estimated
3-D pose of the object.

The object-recognition system MORAL presented in this chapter ac-
complishes these tasks by comparing the predicted model features with
the features extracted from a video image [1, 2]. The underlying 3-D
models are polyhedral approximations of the environment provided by
a hierarchical world model. This contribution deals mainly with rigid
objects. The extension of this work to the recognition of articulated
objects, that is, objects consisting of multiple rigid components con-
nected by joints, is shown briefly in Section 23.2.6.

Related work to the recognition task can be found in Dickinson et al.
[3], Grimson [4], Ikeuchi and Kanade [5], and Pope [6]. The problem of
the self-localization of an AMS is considered in Fennema et al. [7], Chris-
tensen and Kirkeby [8], and Kosaka and Pan [9]. Common to both tasks
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are the use of a geometric model and the basic localization procedure,
that is, the determination of the 6 degrees of freedom (DOF) pose of
the AMS relative to the world or to an object, respectively.

23.2 The MORAL object-recognition system

The presented object-recognition system (see Fig. 23.1) is implemented
as a remote procedure call (RPC) server, which is called by an arbitrary
client process, especially by the AMS task control system. The standard-
ized RPC mechanism allows a hardware independent use of the MORAL
system. Therefore, MORAL can easily be applied on different platforms.
By using the same mechanism, MORAL communicates (optionally) with
other components, for example, the generalized environmental model
(GEM). With the help of specific RPCs MORAL can be dynamically config-
ured, and can thus be flexibly adapted to modified tasks. The internal
structure of MORAL consists essentially of the following five modules,
which are implemented in ANSI-C and C++, respectively:

• The calibration determines off-line the internal parameters of the
used CCD camera as well as the relative pose of the camera with
respect to the AMS (hand-eye calibration).

• The model prediction generates 2-D views suitable for the recogni-
tion. This is performed by appropriate requests to the generalized
environmental model.

• The feature detection extracts online the necessary features from
the video image.

• The recognition generates online hypotheses of objects in the view-
field of the CCD camera and their rough 3-D pose.

• Using a starting hypothesis, the localization determines the exact
3-D pose (6 DOF) of the object relative to the AMS or the exact 3-D
pose of the AMS in the world, respectively.

These modules are described in the following sections in more detail.

23.2.1 Calibration

In order to obtain the 3-D object pose from the grabbed video image, the
internal camera parameters (mapping the 3-D world into pixels) as well
as the external camera parameters (pose of the CCD camera relative to
the manipulator or the vehicle) have to be determined with sufficient
accuracy.

Internal camera parameters. The proposed approach uses the model
of a pinhole camera with radial distortions to map 3-D point in the scene
into 2-D pixels of the video image [10], see Section 17.4. It includes
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Figure 23.2: Estimation of the camera pose based on known relative movements
of the robot manipulator.

the internal parameters as well as the external parameters R, a matrix
describing the orientation, and t, a vector describing the position of
the camera in the world.

In the first stage of the calibration process the internal camera pa-
rameters are computed by simultaneously evaluating images showing
a 2-D calibration table with N circular marks Pi taken from K dif-
ferent viewpoints; see Section 17.5.2. This multiview calibration [11]
minimizes the distances between the projected 3-D midpoints of the
marks and the corresponding 2-D points in the video images. The 3-D
pose (R, t) of the camera is estimated during the minimization process.
Thus, only the model of the calibration table itself has to be known a
priori.

Hand-eye calibration. Once the internal camera parameters have been
determined, the 3-D pose of the camera relative to the tool center point
is estimated in the second stage of the calibration process (hand-eye
calibration).

In the case of a camera mounted on the manipulator of a mobile
robot the 3-D pose of the camera (R, t) is the composition of the pose
of the robot (RV , tV ), the relative pose of the manipulator (RM, tM),
and the relative pose of the camera (RC, tC); see Fig. 23.2. The un-
known pose (RC, tC) is determined by performing controlled move-
ments (RkM, t

k
M) of the manipulator similar to [12]

e(x) =
K∑
k=1

N∑
i=1

‖s̃ki × ci(Pi,xk)‖
2
-→min (23.2)
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Figure 23.3: Each triangle of the tessellated Gaussian sphere defines a 2-D view
of an object.

with s̃ki the normalized vector of the line-of-sight through the extracted
2-D point p̃ki in the kth video image and ci(Pi,xk) the 3-D position of
a mark on the calibration table transformed to the camera coordinate
system. The vector xk comprises the internal and external camera pa-
rameters. The minimization process determines the unknown param-
eters (RV , tV ) and (RC, tC) [11].

Because the used 2-D calibration table is mounted on the mobile
robot itself, the manipulator can move to the different viewpoints for
the multiview calibration automatically. Thus, the calibration can be
accomplished in only a few minutes.

23.2.2 Model prediction

The recognition of rigid objects is based on a set of characteristic 2-D
views (multiview representation). Here, in contrast to Section 8.3.2, a
fixed set of 320 perspective 2-D views is determined using the tessel-
lated Gaussian sphere. These views contain the model features used for
establishing the correspondences (Ijl ,Mil) part of I in Eq. (23.1). This
model prediction is provided by the GEM [13] based on the boundary
representation of a polyhedral 3-D object, which can be derived from a
computer-aided design (CAD) model. The tessellated Gaussian sphere
and three 2-D views of the object TrashCan are shown in Fig. 23.3.

Referring to Eq. (23.1), obj is not limited to a specific object. In
the case of vision-based navigation it means the environment of the
AMS. Instead of using a set of characteristic 2-D views, the expected 2-D
model features are provided by GEM according to the expected position
of the AMS.
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a b

Figure 23.4: a Original video image; b detected image features.
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Figure 23.5: Local binary constraints used: a 〈li Vertex lj〉; b 〈liOvlPar lj〉; c
〈liCont lj〉.

23.2.3 Feature detection

The detection of image features is based on the image analysis sys-
tem HALCON [14] (http://www.MVTec.com/halcon.html, formerly
HORUS). HALCON provides a large number of different image opera-
tors that are controlled by MORAL according to the performed task.
Object-specific knowledge is used to control the image-segmentation
process. This knowledge comprises different types, for example, lines,
faces, arcs, and features such as color of the foreground or background
(Fig. 23.4). The feature-detection module can be parameterized either
by the modules of MORAL itself or by the clients that call services of
MORAL via the RPC mechanism, for example, the AMS task control or
the user interface.

The interpretation is based mainly on straight line segments, which
are derived from a gradient image (see Section 10.3) by means of thresh-
olding, pixel linkage, and a polygon approximation of the detected im-
age contours. These line segments are grouped by the three local binary
constraints [15]: Vertex (two line segments form a vertex); OvlPar (two

http://www.MVTec.com/halcon.html
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Figure 23.6: Overview of the recognition process.

line segments are nearly parallel and do overlap); and Cont (one line
segment is the continuation of another one); see Fig. 23.5. The Cont
relation is used to compensate for broken image line segments. The
other two relations Vertex and OvlPar are used for the matching proc-
ess, see Sections 23.2.4 and 23.2.5. Vertices and parallel line segments
are further classified by local criteria to determine which constraints
are compatible or inconsistent [16].

23.2.4 Object recognition

The aim of the object-recognition module is to identify objects and to
determine their rough 3-D pose by searching for the appropriate 2-D
model view matching the image. This is done by establishing corre-
spondences between image features extracted from the CCD image and
2-D model features of an object (see Fig. 23.6). Obviously, if a rough 3-D
pose is a priori known, the recognition module is “bypassed” and the
localization module is called directly (e.g., continuous self-localization).

Building associations. The first step in the object-recognition process
is to build a set of associations. An association is defined as a quadruple
(Ij,Mi,v, ca), where Ij is an image feature, Mi is a model feature, v is
one of the characteristic 2-D model views of an object, and ca is a con-
fidence value of the correspondence between Ij and Mi. This value is
obtained by traversing aspect-trees [17] or by a geometrical comparison
of the features incorporating constraints based on the topological rela-
tions Vertex, OvlPar, and Cont ; see Section 23.2.3. The latter measures
are taken to determine to which extent the model constraints can be
fulfilled in the image. Associations resulting in inconsistent constraints
are discarded.

Building hypotheses. In order to select the “correct” view of an ob-
ject the associations are used to build hypotheses {(obj,Ai, vi, ci)}.
For each 2-D view vi all corresponding associations with sufficient con-
fidence are considered. From this set of associations the subset of
associations Ai with the highest rating forming a consistent labeling
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a b

Figure 23.7: The two highest ranked hypotheses according to the image fea-
tures in Fig. 23.4 and the object model in Fig. 23.3.

of image features is selected. Specifically, the geometric transforma-
tions in the image plane between model and image features in Ai are
similar, that is, they form a cluster in the transformation space. Fur-
thermore, the image features must be subject to the same topological
constraints as their corresponding model features [15]. The confidence
value ci depends on the confidence values of the included associations
and the percentage of mapped model features. The result of the de-
scribed recognition process is a ranked list of possible hypotheses (see
Fig. 23.7), which are verified and refined by the localization module.

A view in a hypothesis determines one translational and two rota-
tional degrees of freedom (DOF) of the object pose. Additionally, while
building the hypotheses a scale factor and a translational vector in the
image plane is computed. Using this weak perspective, a rough 3-D po-
sition of the object is derived. Note that some of the hypotheses from
the object-recognition module may be “incorrect.” These hypotheses
are rejected by the subsequent verification and refinement procedure
performed by the localization module.

23.2.5 Localization

The aim of the localization module YALE (Yet Another Location Estima-
tor) [16] is the determination of all 6 DOF of the CCD camera relative to
an object or to the environment. The input for this module is a rough
3-D pose and a set of 3-D model lines. This input can be either a model
of the environment (provided by GEM) or of a specific object (result of
the previous object recognition). The module will be considered either
with an image, with the order to grab an image online, or with given
image lines. In the latter case, fixed correspondences can be assigned.
Otherwise, image lines are extracted online from the image.
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If the uncertainties of the pose and/or the position of the model
lines are known, specific search spaces for the extraction of image
lines are computed [18]. Final correspondences are established using
a model-driven interpretation-tree approach [4]. Traversing the tree
is controlled by the viewpoint consistency constraint (based on the re-
maining error after the pose refinement) and the maximum topological
support. A penalty term for not-in-list (NIL) mappings was introduced
to ease incremental matching. During this process, model and image
lines are aligned and, therefore, the input pose is refined. Similar to
[19], this is performed by a weighted least squares technique minimiz-
ing

m∑
k=1

e
(
Mik, Ijk , (R, t)

)2
(23.3)

using an appropriate error function e. For example, if e measures the
3-D distance between a 3-D model line Mik = 〈M1

ik ,M
2
ik〉 and the plane

that is spanned by the corresponding image line Ijk = 〈I1jk , I
2
jk〉 and the

center of projection (similarly to [20]), Eq. (23.3) transforms to

m∑
k=1
Wik

2∑
l=1

[
ñTjkR

(
Mlik − t

)]2

ñjk =
njk
||njk||

, njk =
[
I1jk
f

]
×
[
I2jk
f

]

with f being the focal length of the CCD camera used.
If only coplanar features are visible, which are seen from a great dis-

tance compared to the size of the object, the 6 DOF estimation is quite
unstable because some of the pose parameters are highly correlated.
In this case a priori knowledge of the orientation of the camera with
respect to the ground plane of the object might be used to determine
two angular degrees of freedom. Naturally, this approach decreases the
flexibility of the system. Tilted objects cannot be handled any longer.
A more flexible solution is the use of a second image of the scene taken
from a different viewpoint with known relative movement of the camera
(motion stereo). By simultaneously aligning the model to both images
the flat minimum of the 6 DOF estimation can be avoided. Note that
for well-structured objects with some noncoplanar model features a 6
DOF estimation based on a single video image yields good results as
well.

Some results for the object recognition are presented in Fig. 23.8.
Details of the resulting pose (projected model superimposed in the orig-
inal image) in Fig. 23.9 demonstrate the accuracy of the pose estima-
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a b c

Figure 23.8: Recognition of rigid 3-D objects with MORAL.

a b c

Figure 23.9: Details of the computed pose in Fig. 23.8 a.

a b c

Figure 23.10: Recognition of an articulated object: Guided by the hierarchical
structure of the object model the unknown joint configuration of the drawer
cabinet is determined recursively.

tion. These tasks are performed in approximately 1 to 4 s on an Ultra
SPARC-1/143, depending on the number of image and model features.

23.2.6 Articulated objects

Articulated objects are handled similarly to Hel-Or and Werman [21] us-
ing a hierarchical representation and recognition scheme [22]. The ob-
ject model consists of rigid 3-D subcomponents linked by joints. Each
joint state within the joint configuration of an object indicates the pose
of a subcomponent relative to its parent component. The recognition
task follows this tree-like structure by first estimating the 3-D pose of
the static component (root) and afterwards determining the relative 3-D
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a b c

Figure 23.11: Different AMS used for the experiments. Note that in the AMS
shown in ţhe camera is mounted at the robot hand.

.

..

.

..

ok = moral_init(&ID)

ok = moral_finish(ID)

ok = moral_load_param(ID,Configuration)

ok = moral_load_param(ID,CameraParameter)

ok = moral_load_object(ID,Object)

ok = moral_rec_object(ID,&Object,&Pose)

Figure 23.12: Typical RPC sequence.

pose of the remaining components recursively. This method limits the
search space for the actual correspondences between image and model
features and copes with the problem of self-occlusion. In Fig. 23.10, the
result of the determination of two translational joint states is shown:
After recognizing the static component of the object DrawerCabinet,
the translational joint states corresponding to the two drawers are com-
puted following the object hierarchy.

23.3 Applications

In the following, several applications of MORAL in the context of au-
tonomous mobile systems are described. The easy integration of MORAL
into these different platforms (see Fig. 23.11) with different cameras
and tasks shows the flexibility of the system. A typical sequence of
RPC calls to MORAL is outlined in Fig. 23.12.

Two examples for the vision-based navigation of an AMS in a known
laboratory environment with MORAL are shown in Fig. 23.13. Using
the input pose (given by the odometry of the AMS), the predicted 3-D
model features, and the image grabbed from the CCD camera, MORAL
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x
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Figure 23.13: Vision-based navigation in a laboratory environment.

Table 23.1: Discrepancy of the computed 3-D pose referring to a laser naviga-
tion unit.

Error Mean Std.-Dev.

view dir. perpend. orient. view dir. perpend. orient.

e2−D 11.96 cm 3.75 cm 0.42° 6.39 cm 2.49 cm 0.31°

e3−D 9.81 cm 6.27 cm 0.51° 6.39 cm 4.27 cm 0.41°

determines the pose of the AMS relative to the world. However, the
uncertainty of the AMS pose leads to model-specific search spaces [18].
On an Ultra SPARC-1/143 workstation, the whole navigation task (im-
age preprocessing and pose estimation) takes approximately 1 s. The
precision of the computed absolute 3-D pose of the AMS during a drive
through the corridor of a laboratory environment (see Fig. 23.13) is
shown in Table 23.1. The values are measured referring to another lo-
calization unit based on a laser navigation sensor. Using two different
error functions e2−D and e3−D (see Eq. (23.3)), the results show the qual-
ity of the computed 3-D pose. The positioning error is approximately
1 % of the average distance from the model features used. The result
of the object recognition of a trashcan is shown in Fig. 23.14 a. Here,
the rough object hypothesis was provided by the recognition module
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a b

c d

Figure 23.14: Applications of MORAL in the context of autonomous mobile
robots.

(see Section 23.2.4). The computed 3-D pose of the trashcan enables
the robot to dispose of some waste (Fig. 23.14 b).

A further application of MORAL—the grasping of a workpiece by
a mobile robot—is presented in Fig. 23.14c,d. Because the exact pose
of the workpiece is a priori unknown, the robot guiding system calls
MORAL to determine the object pose. Using the CCD camera mounted
in the gripper exchange system, MORAL computes the requested pose.
In this case the motion stereo approach described in Section 23.2.5 is
used to simultaneously align the model to two images [23].

Two applications of the recognition of articulated objects are shown
in Fig. 23.15. In the upper row the result of the hierarchically recog-
nition of the drawer cabinet (see Section 23.2.6) is shown enabling the
robot to open the drawer. After recognizing the door frame the aim of
the second task is to determine the opening angle (rotational joint state)
of the door wing. Using this result, the robot can determine whether it
can pass the door or has to open it.
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a b

c d

Figure 23.15: Applications of the recognition of articulated 3-D objects.

23.4 Conclusion

This chapter presented the object-recognition system MORAL. It is suit-
able for handling vision-based tasks in the context of autonomous mo-
bile systems. Based on a priori known 3-D models, MORAL recognizes
objects in single video images and determines their 3-D pose. Alterna-
tively, the 3-D pose of the camera relative to the environment can also
be computed. The flexibility of the approach has been demonstrated
by several online experiments on different platforms.

Current work focuses on the following topics: using an indexing
scheme, the object-recognition module should be able to handle a larger
model database; in addition to the use of CAD models, the 3-D struc-
ture of objects should be reconstructed by images taken from different
viewpoints; finally, curved lines are integrated as a new feature type.
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24.1 Introduction

When only a single image of a face is available, can we generate new
images of the face across changes in viewpoint or illumination? The
approach presented in this chapter acquires its knowledge about possi-
ble image changes from other faces and transfers this prior knowledge
to a novel face image. Such learning strategies are well known by hu-
mans. In contrast, for image synthesis or image analysis little is known
of how such a knowledge could be automatically acquired or how such
a system could be implemented.

In recent years we have developed the concept of linear object classes
and implemented an application for human faces [1, 2, 3]. The method
allows us to compute novel views of a face from a single image. The
method draws, on the one hand, on a general flexible face model that
is learned automatically from examples and, on the other hand, on an
algorithm that allows for matching this flexible model to a novel face
image. In an analysis by synthesis loop the novel image is reconstructed
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by the model. The novel image now can be described or coded through
the internal model parameters that are necessary to reconstruct the im-
age. The design of the model allows also for synthesizing new views of
the face.

Analysis by synthesis. The requirement of pattern synthesis for pat-
tern analysis has often been proposed within a Bayesian framework
[4, 5] or has been formulated as an alignment technique [6]. This is
in contrast to pure bottom-up techniques that have been advocated es-
pecially for the early stages of visual signal processing [7]. Here, a
standard strategy is to reduce a signal to a feature vector and to com-
pare this vector with those expected for signals in various categories. A
crucial problem with these algorithms is that they cannot explicitly de-
scribe variations between or within the categories and, therefore, have
difficulties separating unexpected noise from the variations within a
particular category.

In contrast, the algorithm described in this chapter works by ac-
tively reconstructing the signal analyzed. Then, by comparing the real
signal with its reconstruction it is decided whether or not the analysis
is sufficient to explain the signal. Clearly, such an approach has the ad-
ditional problem of defining a model function to reconstruct the input
signal.

This chapter focuses on the analysis and synthesis of images of a
specific object class, that is, on images of human faces. For object
classes, such as faces or cars, where all objects share a common sim-
ilarity, such a model function could be learned from examples. That
is, the image model for the whole object class is derived by exploiting
some prototypical example images.

Image models developed for the analysis and synthesis of images
of a specific class of objects must solve two problems simultaneously:
First, the model must be able to synthesize images that cover the whole
range of possible images of the whole class; and second, it must be
possible to match the model to a novel image.

In the past, 2-D image-based flexible face model have been con-
structed and applied for the synthesis of rigid and nonrigid face trans-
formations [8, 9, 10]. These models exploit prior knowledge from ex-
ample images of prototypical faces and work by building flexible image-
based representations (active shape models) of known objects by a lin-
ear combination of labeled examples. The underlying coding of an im-
age of a new object or face is based on linear combinations of the 2-D
shape (warping fields) of examples of prototypical images as well as
the linear combinations of their color values at corresponding locations
(texture).

For the problem of synthesizing novel views to a single example im-
age of a face, recently we developed the concept of linear object classes
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Figure 24.1: The basic concept for an example-based analysis and synthesis of
face images. An input image of a face is analyzed by matching a face model
to it, thus parameterizing the novel image in terms of a known face model. De-
pending on the expressive power of the face model, the parameters obtained can
be used to predict new views of the face. Recently, face models have been con-
structed either by using several 2-D image models, each representing a specific
viewing condition, or by directly using a flexible 3-D face model.

[3]. This method allows us to compute novel views of a face from a
single image. On the one hand, the method draws on a general flexible
image model that can be learned automatically from example images,
and, on the other hand, on an algorithm that allows matching this flexi-
ble model to a novel face image. The novel image now can be described
or coded through the internal model parameters that are necessary to
reconstruct the image. Such a coding allows also for synthesizing new
views of the face, as shown in Fig. 24.1. Recently, we extended our
method also to 3-D flexible face models [1].

For all these face models, it is crucial to establish the correspon-
dence between each example face and a single reference face by match-
ing image points in the 2-D approach and surface points in the 3-D case.
Correspondence is a key step and it poses a difficult problem. However,
for images of objects that share many common features, such as faces
all seen from a single specific viewpoint, automated techniques seem
feasible. Techniques applied in the past can be separated in two groups:
one that establishes the correspondence for a small number of feature
points only; and techniques computing the correspondence for every
pixel in an image. For the first approach, usually models of particular
features such as the eye corners or the whole chin line are developed off
line and then matched to a new image [10, 11]. In this chapter we will
focus on the second technique, which computes correspondence for
each pixel in an image by comparing each image to a reference image
[2, 12].

The chapter is organized as follows. First, we describe a flexible
3-D face model from which we will derive 2-D image models of faces.
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Second, a method is described for computing dense correspondences
between individual examples of human faces. Third, we describe an
algorithm that allows matching the flexible face model to a novel image.
Finally, we show examples of synthetic new images of a face computed
from a single image.

24.2 Automated learning of flexible face models

Prior knowledge about faces can be captured in flexible face models that
were developed in two as well as in three dimensions. Exploiting the
general similarity among faces or face images, prototypical examples
are linked to a general class model that captures regularities specific
for this object class. The key to all flexible face models is that the set of
example faces must be set in correspondence. Using a 3-D model for all
vertices of the reference face, we have to find the corresponding vertex
location on each face in the dataset. Similar for an image-based model
for each pixel in the reference image, we have to find the correspond-
ing pixel location on each face image in the dataset. In this section,
first, the formal specification of flexible models is given and, second,
an algorithm is described that allows for computing automatically the
correspondence between the example faces. The proposed correspon-
dence algorithm has two components: first, an optical flow algorithm
that is used to approximate the pixel-by-pixel correspondence between
all example faces; and second, the flexible face model itself. Known
correspondence fields between prototypical faces are used to compute
the correspondence to a novel face.

24.2.1 Formal specification of flexible face models

In the following we will start with a 3-D face model from which a 2-D
model will be derived that was also developed independently in the
image domain.

Three-dimensional models. In computer graphics, at present, the
most realistic 3-D face representations consist of a 3-D mesh describ-
ing the geometry, and a texture map capturing the color data of a face.
These representations of individual faces are obtained either by 3-D
scanning devices or through photogrammetric techniques from several
2-D images of a specific face [13, 14]. Synthesis of new faces by inter-
polation between such face representation was already demonstrated
in the pioneering work of Parke [14]. Recently, the idea of forming lin-
ear combinations of faces has been used and extended to a general 3-D
flexible face model for the analysis and synthesis of 2-D facial images
[1, 9, 15].
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Shape model. The 3-D geometry of a face is represented by a shape-
vector S = [X1, Y1, Z1, X2, . . . , Yn,Zn]T ∈ R3n, that contains the X,Y ,Z-
coordinates of its n vertices. The central assumption for the formation
of a flexible face model is that a set of M example faces Si is available.
Additionally, it is assumed that all these example faces Si consist of
the same number of n consistently labeled vertices, in other words, all
example faces are in full correspondence (see next section on corre-
spondence). Usually, this labeling is defined on an average face shape,
which is obtained iteratively, and which is often denoted as reference
face Sref. Additionally, all faces are assumed to be aligned in an op-
timal way by rotating and translating them in 3-D space. Under this
assumptions a new face geometry Smodel can be generated as a linear
combination of M example shape-vectors Si each weighted by ci

Smodel =
M∑
i=1

ci Si (24.1)

The linear shape model allows for approximating any given shape S
as a linear combination with coefficients that are computed by project-
ing S on the example shapes Si. The coefficients ci of the projection
then define a coding of the original shape vector in this vector space
that is spanned by all examples.

Texture model. The second component of a flexible 3-D face or head
model is texture information, which is usually stored in a texture map.
A texture map is simply a 2-D color pattern storing the brightness or
color values (ideally only the albedo of the surface). A u,v coordinate
system associates the texture map with the modeled surface. The tex-
ture map is defined in the 2-D u,v coordinate system. For polygonal
surfaces as defined through a shape vector S, each vertex has an as-
signed u,v texture coordinate. Between vertices, u,v coordinates are
interpolated. For convenience we assume that the total number n of
stored values in such a texture map, is equal to the total number of
vertices in a shape vector S.

The linear texture model, described by Choi et al. [9] starts from a
set ofM example face textures T i. Similar to the shape model described
earlier, it is assumed that allM textures T i consist of the same number
of n consistently labeled texture values, that is, all textures are in full
correspondence. For texture synthesis linear models are used again. A
new texture Tmodel is generated as the weighted sum of M given exam-
ple textures T i as follows:

Tmodel =
M∑
i=1

biT i (24.2)

Similar to the linear expansion of shape vectors (Eq. (24.1)), the lin-
ear expansion of textures can be understood and used as an efficient
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coding schema for textures. A new texture can be coded by its M pro-
jection coefficients bi in the “texture vector space” spanned byM basis
textures.

Two-dimensional models. A flexible 2-D face model formally can
be derived by projecting the flexible 3-D face model (Eqs. (24.1) and
(24.2)) into the image domain for a fixed projection and illumination
condition [1, 3]. For the 3-D example faces we obtain the face images
G0,G1, . . . ,GM . Let G0 be the reference image, and let positions within
G0 be parameterized by (u,v).

Pixelwise correspondences between G0 and each example image are
mappings sj : R2 → R2, which map the points of G0 onto Gj , that is,
sj(u,v) = (x,y), where (x,y) is the point in Gj that corresponds to
(u,v) in G0. An overview on techniques for image warping is given
in Volume 2, Chapter 9. We refer to sj as a correspondence field and
interchangeably as the 2-D shape vector for the vectorized Gj . The 2-D
correspondence sj between each pixel in the rendered reference image
G0 and its corresponding location in each rendered example image Gi,
can be directly computed as the projection P of the differences of 3-D
shapes between all 3-D faces and the reference face. Warping image Gj
onto the reference image G0, we obtain tj as

tj(u,v) = Gj ◦ sj(u,v)a Gj(x,y) = tj ◦ s−1
j (x,y)

Thus, {tj} is the set of shape-normalized prototype images, referred to
as texture vectors. They are normalized in the sense that their shape is
the same as the shape of the chosen reference image.
The flexible image model is the set of images Imodel parameterized by
c = [c0, c1, . . . , cM]T , b = [b0, b1, . . . , bM]T such that

Imodel ◦ (
M∑
i=0

cisi) =
M∑
j=0

bjtj (24.3)

The summation
∑M
i=0 cisi constrains the 2-D shape of every model im-

age to be a linear combination of the example 2-D shapes. Similarly,
the summation

∑M
j=0 bjtj constrains the texture of every model image

to be a linear combination of the example textures.
For any values for ci and bi, a model image can be rendered by com-

puting (x,y) =∑Mi=0 cisi(u,v) and g =∑Mj=0 bjtj(u,v) for each (u,v)
in the reference image. Then the (x,y) pixel is rendered by assigning
Imodel(x,y) = g, that is, by warping the texture into the model shape.

24.2.2 Matching the flexible face model to an image

A novel face image can be analyzed by matching a flexible face model
and thus parameterizing the novel image in terms of the known model
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[2, 16]. Matching the image model as defined in Eq. (24.3) to a novel
image leads to an error function of the model parameters c and b

E(c,b) = 1
2

∑
x,y

[
Inovel(x,y)− Imodel(x,y)

]2
In order to compute Imodel (see Eq. (24.3)) the shape transformation

(
∑
cisi) has to be inverted or one has to work in the coordinate system

(u,v) of the reference image, which is computationally more efficient.
Therefore, the shape transformation (given some estimated values for
c and b) is applied to both Inovel and Imodel. From Eq. (24.3) we obtain

E = 1
2

∑
u,v
[Inovel ◦ (

M∑
i=0

cisi(u,v))−
M∑
j=0

bjtj(u,v)]2

Minimizing the error yields the model image that best fits the novel im-
age with respect to the L2 norm. The optimal model parameters c and b
are found by a stochastic gradient descent algorithm [17]. The robust-
ness of the algorithm is improved using a coarse-to-fine approach [18].
In addition to the textural pyramids, separate resolution pyramids are
computed for displacement fields s in x and y .

24.2.3 Correspondence by optical flow algorithms

Dense, pixel-by-pixel correspondence fields between face images were
computed for the first time by Beymer et al. [8] using an optical flow
algorithm. Unlike temporal sequences taken from one scene, a com-
parison of images of completely different scenes or faces may violate
a number of important assumptions made in optical flow estimation.
However, some optical flow algorithms can still cope with this more
difficult matching problem. For more details on correspondence and
optical flow see Volume 2, Chapter 13.

In previous studies [3], we built flexible image models of faces based
on correspondence between images, using a coarse-to-fine gradient-
based method [19] and following an implementation described in [20].
The optimization problem given in Eq. (13.13), Volume 2, Section 13.3.1
is solved for a 5×5 pixel neighborhood in a single iteration. However,
as this is only a crude approximation to the overall matching problem,
an iterative coarse-to-fine strategy is required. The algorithm starts
with an estimation of correspondence on low-resolution versions of
the two input images. The resulting flow field is used as an initial value
to the computation on the next higher level of resolution. Iteratively,
the algorithm proceeds to full resolution. In our applications, results
were dramatically improved if images on each level of resolution were
computed not only by downsampling the original (Gaussian pyramid),
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Figure 24.2: Given the flexible model provided by the combination of a refer-
ence image and image 1 (in correspondence), the goal is to find the correspon-
dence between the reference and image 2. The solution is to find first the linear
combination of the reference and image 1 that is the image closest to image 2
(its approximation). Then find the correspondences from this approximation to
image 2 using optical flow. The two flow fields can then be composed to yield
the desired flow from the reference image to image 2.

but also by bandpass filtering (Laplacian pyramid). The Laplacian pyra-
mid was computed from the Gaussian pyramid adopting the algorithm
proposed by Burt and Adelson [18], multiresolution representations are
described in detail in Volume II, Chapter 10.

The adaptation and extension of this technique to 3-D face data is
straightforward due to the fact that these 2-D manifolds can be pa-
rameterized in terms of two variables. For example, in a cylindrical
representation, faces are described by radius and color values at each
angle φ and height h. Images, on the other hand, consist of gray-level
values in image coordinates x,y . Thus, in both cases correspondence
can be expressed by a mapping C : R2 → R2 in parameter space (for
more details, see Vetter and Blanz [1]).

24.2.4 Automated model learning

Here, a bootstrapping algorithm is described that is capable of com-
puting correspondence between a prototypical set of faces without the
need of human assistance [2]. The basic idea is to combine the match-
ing of the face model with the optical flow algorithm for the corre-
spondence computation. Suppose that an existing flexible model is not
powerful enough to match a new image and thereby find correspon-
dence with it. The idea is first to find rough correspondences to the
novel image using the (inadequate) flexible model and then to improve
these correspondences by using an optical flow algorithm. This idea is
illustrated in Fig. 24.2. Suppose a model consists only of a reference
image and image 1 (and the pixelwise correspondences between them).
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Figure 24.3: Bootstrapping the correspondence. The correspondence between
face images (left column) and a reference face can be visualized by backward
warping of the face images onto the reference image (three columns on the
right). This should produce images that should have the geometry of the ref-
erence face and the pixel values of the input. The correspondence obtained
through the optical flow algorithm does not allow a correct mapping (center
column). The first iteration with a linear flexible model consisting of two princi-
pal components already yields a significant improvement (top row). After four
iterations with 10, 30 and 80 components, respectively, all correspondences
were correct (right column).

The correspondence between this model and image 2 can be computed
by matching the model to image 2 obtaining an approximation of image
2. The correspondences are then improved by running an optical flow
algorithm between the intermediate approximation image and image
2. The final correspondence between the reference image and image 2
can be computed by combining the correspondence between the refer-
ence and the approximation and that between the approximation and
image 2.

In applications on human faces as well as on handwritten digits the
following implementation was used (for more details, see Vetter et al.
[2]) to build flexible models. Starting on a set of N images without cor-
respondence, a reference image was computed first. The correspon-
dence between an arbitrary example image and all other images of the
set was computed by the optical flow algorithm. Combining the av-
erage of all correspondence fields si with the average of all textures
ti results in a first approximation of the average image of the set. By
iterating this procedure we obtained a stable average. However, the
correspondences computed by the optical flow between this average
and the examples were only correct in 80 % of the cases. In a second
step these correspondences were improved by our “bootstrapping al-
gorithm.” First, a small flexible image model was built on the basis of
the first two statistically most significant modes of a principal compo-
nent analysis (PCA) performed separately on the correspondence fields
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2-D input image 3-D reconstruction New views

Figure 24.4: Three-dimensional reconstruction of a face (center) from a single
2-D image of known orientation and illumination (left). The prior knowledge
about faces was given through a training set of 3-D data of 100 faces different
from the input face. The right column shows new views generated by the flexible
face model. From the top to bottom, the face is shown from a new viewpoint,
under a changed illumination and smiling (modified from [1]).

si and the textures ti. Second, after approximating each image with
this model the correspondence was improved using the optical flow al-
gorithm. This PCA procedure and the refinement of correspondences
was repeated several times simultaneously increasing the number of
principal components used. The results were stable and correct corre-
spondence fields. Examples of such an iteration are shown in Fig. 24.3.

24.3 View synthesis

Novel views from a single 2-D face image can be generated by matching
a flexible face model to the image. Synthetically rotated face images
were generated based on image-based flexible face models [3] as well
as using a 3-D face model [1]. Figure 24.4 shows an example of a 3-D
face reconstruction from a single image of known orientation and illu-
mination. Matching the 2-D image model to the novel image, the 2-D
model parameters c and b can be used in the 3-D flexible face model
as defined in Eqs. (24.1) and (24.2) (for more details, see Vetter and
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Blanz [1]). The output of the 3-D flexible face model is an estimate of
the 3-D shape from the 2-D image. This 3-D face reconstruction allows
us to render new images from any viewpoint or under any illumination
condition. Additionally, nonrigid face transitions can be mapped onto
the 3-D face model. The transformation for a smile is extracted from
another person and then mapped onto the face of a different person.
Computing the correspondence between two examples of one person’s
face, one example showing the face smiling and the other showing the
face in a neutral expression results in a correspondence field or defor-
mation field that captures the spatial displacement for each vertex in
the model according to the smile. Such a “smile-vector” now can be
added or subtracted from each face that is in correspondence to one
of the originals, making a neutral-looking face more smiling or giving
a smiling face a more emotionless expression.

Data set. All image synthesis experiments we performed on images
rendered from a 3-D data set obtained from 200 laser scanned (Cyber-
wareTM ) heads of young adults (100 male and 100 female). The laser
scans provide head structure data in a cylindrical representation, with
radii of surface points sampled at 512 equally spaced angles, and at
512 equally spaced vertical distances. Additionally, the RGB-color val-
ues were recorded in the same spatial resolution and were stored in a
texture map with 8 bits per channel. All faces were without makeup,
accessories, and facial hair. After the head hair was removed digitally,
individual heads were represented by approximately 70,000 vertices
and the same number of color values.

The data set of 200 faces was split randomly into a training and a test
set, each consisting of 100 faces. The training set was used to “learn”
a flexible model. From the test set, images were rendered showing the
faces 30° from frontal, and using mainly ambient light. The image size
used in the experiments was 256-by-256 pixels and 8 bits per color
channel.

Results. Evaluating the 3-D face reconstructions from 100 reconstruc-
tions, 72 faces were highly similar and often hard to distinguish from
the original in a 30° view. In 27 cases, persons were still easy to iden-
tify, but images displayed some differences, for example, in the shape
of cheeks or jaw. Only one reconstruction was showing a face clearly
unlike the original, yet a face that could very well exist.

We rated the example shown in Fig. 24.4 as highly similar, but within
this category it is average. While the reconstructed head appears very
similar to the original image in a 30° view, it is not surprising to notice
that front and profile views reveal a number of differences.
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24.4 Conclusions

Flexible models as described in this paper can be understood as a spe-
cial case of deformable templates [21]. Deformable templates are spec-
ified by a set of parameters that enable a priori knowledge about the
expected shape of a feature to guide the matching process. The cho-
sen parameterization of the templates has been shown to be the most
critical step, often hindering the discovery of an optimal solution.

The improvement of the methods described is that the parameteri-
zation is learned directly from a given example set of images or objects
of specific class. The key is a correspondence-based representation
in which images of an object class are modeled in two separate lin-
ear vector spaces, one containing the shape information and the other
texture information. The vector space property allows us to solve the
two main problems in an analysis by synthesis approach. Exploiting
the statistics of the example images, a parameterization can be derived
that explicitly reflects the image variations of the class. On the other
hand, these explicit parameters allow a continuous modeling of images,
the requirement necessary for matching a model to a novel image.

The key requirement of the approach is the correspondence between
the set of example faces. The bootstrapping approach for the auto-
mated model formation as described can not be a full answer to the
problem of computing correspondence between prototypes. It does,
however, provide an initial and promising solution to the very difficult
problem of an automatic synthesis of flexible models from a set of pro-
totype examples.

We presented a method for approximating the 3-D shape of a face
from just a single image. In an analysis-by-synthesis loop a flexible 3-
D-face model is matched to a novel image. The novel image now can be
described or coded through the model parameters reconstructing the
image. Prior knowledge on the 3-D appearance of faces derived from
an example set of faces allows predicting new images of a face.

Clearly, conditions in our current matching experiments were sim-
plified in two ways. First, all images were rendered from our test set of
3-D-face scans. Second, projection parameters and illumination condi-
tions were known. The extension of the method to face images taken
under arbitrary conditions, in particular, to any photograph, will need
several improvements. On the one hand, adding more free parameters
into the matching procedure will require more sophisticated model rep-
resentations, especially in terms of the statistical dependence of the
parameters. On the other hand, the linear model depends on the given
example set. In order to represent faces from a different race or a dif-
ferent age group, the model will need examples of these, an effect also
well known in human perception (see, e.g., [22]).
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While the construction of 3-D-models from a single image is very
difficult and often an ill-posed problem in a bottom-up approach, our
example-based technique allows us to obtain satisfying results by means
of a maximum likelihood estimate. The ambiguity of the problem is re-
duced when several images of an object are available, a fact that is
exploited in stereo or motion-based techniques. In our framework, we
can make use of this additional information by simultaneously optimiz-
ing the model parameters for all images, while the camera and lighting
parameters are adjusted for each image separately. The method pre-
sented in this paper appears to be complementary to nonmodel-based
techniques such as stereo. While our approach is limited to results
within a fixed model space, these techniques are often not reliable in
areas with little structure. For the future, we plan to combine both
techniques to avoid the disadvantages of each.
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25.1 Introduction

In order to retrieve a set of intended images from an image archive,
human beings think of special contents with respect to the searched
scene, such as a countryside picture or a technical drawing. The neces-
sity of a semantics-based retrieval language leads to a content-based
analysis and retrieval of images. From this point of view, our project
Image Retrieval for Information Systems (IRIS) develops and combines
methods and techniques of computer vision and knowledge represen-
tation in a new way in order to automatically generate textual content
descriptions of images.

First, in this chapter we provide a rough overview of existing image
retrieval systems (Section 25.1.1) and, additionally, as we introduced
in Alshuth et al. [1, 2] how video retrieval can be treated as still image
retrieval, we provide an overview of existing video retrieval systems
(Section 25.1.2).

515
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Later, we introduce the architecture of the system IRIS (Section 25.2),
and present the methods of feature extraction with respect to color (Sec-
tion 25.2.1), texture (Section 25.2.2), and contour segmentation (Sec-
tion 25.2.3). We concentrate on the discussion of formalization knowl-
edge for modeling concepts and object recognition (Section 25.3). Our
approach is very similar to that by Niemann (Chapter 27). The differ-
ences are related to the inference machine. While Niemann uses the
inference mechanism of semantic networks, we compile the knowledge
of a special semantic network into a graph grammar (rules) and use
in this sense a rule-based inference mechanism. Finally, we give exam-
ples for the separate analysis task applied to a landscape scene (Sec-
tion 25.4). The system is implemented on IBM RS/6000 using AIX and
on Windows NT. It has been tested with an archive comprising 1200 pic-
tures as well as with technical drawings, computer-aided design (CAD).
An IRIS-System demo version can be found on the corresponding CD-
ROM to this handbook.

25.1.1 Image retrieval systems

Content-based image retrieval has been a very popular research topic
for the last few years. With the ongoing development of multimedia
technology, the number of information systems containing image re-
trieval functions is increasing rapidly. Surveys and discussions of ap-
proaches and systems for image retrieval have been published by Nagy
[3], Cawkell [4], and Jain [5].

The whole image retrieval process can be divided into two stages:
generating the image annotations and retrieving images. An early idea
for image annotation is the text description generated by users, for ex-
ample, the title and caption of the images as well as some additional
description done by the users [6, 7, 8]. This approach is restricted by the
effort of manual annotation and the user-dependent differences in the
annotations. This leads very soon to inconsistencies in annotations and
to an undesired requirement: the person formulating the queries has
to acquire knowledge concerning the criteria of the annotation genera-
tion. Furthermore, it is a considerable and expensive effort to manually
generate the content descriptions for thousands of images.

Therefore, there is an increasing interest in developing feature-based
image retrieval systems that integrate technologies of computer vision
in extracting image features into the process of the annotation genera-
tion. There are two kinds of research groups carrying out content-based
image retrieval. The first one uses the well-known computer vision al-
gorithms for generating object description and stores them in a textual
form. These annotations are then transferred to a retrieval system. The
system IRIS developed by Hermes et al. [9] belongs to this group.
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The second approach emphasizes interactively matching similar ob-
jects based on shape, color, and texture [10, 11, 12, 13, 14, 15]. Picard
and Minka [16] use texture as a feature in their content-based retrieval
method. First, they define semantic-based labels for different regions
of an image and then compute the parameters of the texture models
within that region. Rather than using only one texture model, they em-
ploy several models and select the best one for discriminating a region
from the rest of the image.

Another example of image retrieval by matching image examples or
user-drawn shapes is the QBIC project [13]. The image features used are
color, texture, and shape, together with some geometrical parameters
of regions. The image features that provide the query information are
semiautomatically extracted.

Until now, a major breakthrough in image retrieval has not been
achieved. The following are key ideas that need to be addressed suc-
cessfully for content-based retrieval systems to become a reality:

• definition of relevant image features and automated analysis of im-
ages;

• application of knowledge to special domains; and

• development of powerful user interfaces for interactive querying.

There is no single universal approach to the content-based retrieval
problems, even in a restricted application domain. Therefore, we need
domain knowledge for special application. Chakravarthy [8] uses se-
mantics-based relations in information retrieval. Semantics-based re-
lations provide a way of expressing knowledge about the world. Sev-
eral examples are presented to illustrate the proper incorporation of
semantics-based relations into the process of matching queries to the
picture representations.

This chapter describes the IRIS system, an image retrieval system
combining automatic analysis methods of computer vision with know-
ledge-based region matching. The image analysis approach taken in
this project combines color, texture, and contour as a base for the
object recognition. The resulting content descriptions are stored in a
textual form for automatic retrieval that can be realized by any text re-
trieval system. Furthermore, the domain knowledge can be developed
and maintained separately from the main system in a knowledge base.
In this way, we give the users the opportunity to build and select the
suitable knowledge base for their application.

25.1.2 Video retrieval systems

Present-day image archives are built up using only manual annota-
tion, that is, applying pre-defined key words from a homogeneous in-
put of categories and brief descriptions. In this way, however, de-
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tails within the image will be ignored. As compared to image archives,
video archives offer a better opportunity for queries, because, besides
mere information about images, queries concerning camera angles, se-
quences of scenes, etc., may be formulated. There are two different
approaches using a fixed pattern and, thus, trying to classify the image
information in order to gain time and facilitate the search:

• Every tenth frame of a video will be described. Thus, access to image
information is possible without previous classification, and there is
no additional information necessary with respect to a video clip.
However, a content-based classification is not possible.

• Using color histograms, changes of scenes will be located and an-
alyzed [17], applying the DCT coefficient for videos coded in MPEG
[18, 19]. Access to image information of shots can be gained with
the two methods below:

– the rough contents of an image sequence can be derived from key
frames. A key frame is a single characteristic frame of a sequence.
This image is the basis for the annotation; and

– with a dynamical mosaicing technique, a single total image may
be generated from a sequence [20], and can be analyzed for a
subsequent query. However, the dynamic video semantics cannot
be captured in this way.

Some approaches of existing multimedia systems are based on the
retrieval of image information from libraries (e.g., maps), but only few
have been developed for tracing video data.

Query by example. Applying image processing methods, the queries
in this first group are carried out by examples, rough sketches of an
object, or search for components (contours, textures, shape, or layout).
Examples:

PHOTOBOOK. This system consists of a selection of interactive tools
for viewing and searching images and image sequences. The PHO-
TOBOOK approach is characterized by a broad selection of possible
input data, such as gray-scale images, color images, images contain-
ing only edges or textures, and, in addition, voxel images.

ART MUSEUM is based on the concept that paintings and pictures may
be classified according to stylistic elements [21].

QBIC. The QBIC system offers a search on the basis of individual im-
ages and sequences considering one data source only (individual
images or videos) at a time [13].

Iconic query. The visual user-system-interface of the second group
is considerably more distinct: with a manual input the icons represent
different types of images that are the basis for a classification. As these
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are subdivided into classes, the user may direct his/her inputs and
queries to the system.

VIRTUAL VIDEO BROWSER is a movie browser based on icons repre-
senting the different categories of movies and video clips [22].

VIDEO DATABASE BROWSER (VDB) allows a user to select individual
videos and sequences with a mixed query interface [23].

MEDIA STREAMS is based on a visual icons language and an interlock-
ing representation of video data [24].

Because of the necessary extensive access to the individual image
information during the search process, the forementioned systems re-
quire considerable computational resources to avoid unacceptable re-
sponse times.

Additional systems. Special areas of retrieval in distributed multi-
media libraries are covered by the following additional systems:

OMNIS. The OMNIS Digital Library System that has been developed at
TU Munich is a system for the management of text documents within
a system of distributed libraries [25]. Both official documents (text-
books, proceedings) and “gray” literature, for example, internal re-
ports and prepublications, are being registered.

With the semiautomatic video database system of the University PENN-
SYLVANIA, video sequences can be detected automatically with the
aid of shot recognition methods [26].

ELINOR. The ELINOR Electronic-Library-System of the De-Montfort Uni-
versity administers teaching material of the university with a special
view to the requirements of the student-user group [27]. The anno-
tated material consists of textbooks, periodicals, scripts, films, etc.

VideoSTAR. The VideoSTAR-System at the Norwegian Institute of Tech-
nology stores video documents in a database detecting automati-
cally the individual shots by standard procedures (histogram eval-
uation) [28].

As shown in the foregoing, neither the currently available video re-
trieval and annotation systems nor those being developed display an
automatic annotation.

Up to now only the automatic recognition of individual scenes has
been possible, and, here, the analysis is restricted to special features,
for example, colors (Univ. of Pennsylvania).

As a rule, the user carries out the content-based description of im-
ages and video sequences, respectively, (VideoSTAR, ELINOR). Thus cur-
rent systems are very time-consuming for the user and at the same
time demand profound background knowledge. Furthermore, with two
users annotating a similar image, the risk of faulty annotations in-
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Figure 25.1: Architecture of the IRIS system.

creases, because an annotation always depends on the viewer’s sub-
jective assessment of an image. The consultation of a thesaurus may
help in this respect but will not eliminate the problem completely. The
only system (OMNIS) with a fully automatic annotation is restricted to
text documents.

25.2 Overview

The IRIS system consists of two main modules: the image analysis mod-
ule and the retrieval module. The architecture of the IRIS system is pre-
sented in Fig. 25.1. The image analysis module consists of four submod-
ules: three modules each extract one of the low-level features, color,
texture, and contour. The fourth module implements the object recog-
nition. The color module, the texture module, and the contour module
extract segments, which are represented as structured texts. These
features are extracted independently of each other providing three in-
dependent information sources. These sources present the low-level
annotations of an analyzed image.

The object-recognition module is based on the generated annota-
tions of the three low-level modules. First, the neighborhood rela-
tions of the extracted segments are computed. Graphs (Volume 2,
Chapter 24) are an adequate representation for these neighborhood
relations. Second, the object recognition is realized by graph opera-
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tions triggered by a graph grammar. The graph grammar presents the
compiled taxonomy, which reflects the domain knowledge. The object
recognition provides the information for the fourth field of the anno-
tation belonging to the image.

The automatic annotation generation is now finished, and the text
description is completed. Therefore, the textual description can be
indexed by commercially available text retrieval techniques. A query
is based exclusively on the text annotations and, thereby, the response
time is minimized. Each of the four modules is discussed in further
detail in the next sections.

25.2.1 Color

For color-based segmentation we use color histograms in the HLS color
model (hue, lightness, and saturation, [29]). We compute color his-
tograms for every detected region. The color appearing most frequently
defines the color of a region. In the next step, a circumscribing rect-
angle is determined for every region. Every rectangle has a computed
color with respect to the color-naming system (CNS) [30]. The result of
the color-based segmentation is called color rectangles, with attributes
such as size, position, and color.

25.2.2 Texture

The local distribution and variation of the gray values within a region
determine the texture of the region. Parts of texture regions can be re-
peated. The texture features of a region are characteristic for the whole
region so that there is a coherence of the texture properties within a
region. These properties fence off the texture regions. For a more de-
tailed overview of texture analysis discussion see Volume 2, Chapter 12.

Conners and Harlow [31] described statistical features as most suit-
able for analyzing natural textures. Therefore, we use the co-occurrence
matrix as a texture model . In Haralick et al. [32] (see also Volume 2, Sec-
tion 12.2.1) and Gotlieb and Kreyszig [33], co-occurrence features were
suggested.

The analysis, classification, and the determination of the textures
we use is described in Asendorf and Hermes [34]. First, we subdivide
the whole image by an arbitrary, homogeneous grid. For every grid
element we calculate the co-occurrence features, for example, angular
second moment and variance. We use a neural net as a classifier that
maps the co-occurrence features to textures. Grid elements with the
same texture are grouped together and the circumscribing rectangle is
determined. The results of the texture-based segmentation is called tex-
ture rectangles with attributes such as size, position, and the classified
texture.
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25.2.3 Contour

The contour-based shape description in our approach consists of the
following three steps: gradient-based edge detection; determination of
object contours; and shape analysis. The shape analysis results in a
list of region parameters. They will be given to the module for ob-
ject recognition. We will only present the main algorithms that have
currently been implemented in the IRIS system. For a more detailed
overview of edge detection, see Chapter 10.

To detect image edges, we first convolve a gray-value image with
two convolution kernels that approximate the first derivation of the
Gaussian function. The direction and magnitude of the image intensity
gradient can then be computed for each pixel. Once we know the image
gradient, the next step is to locate the pixels with the steepest slope
along the local gradient direction. According to edge detection theory,
these points give the real position of image edges. The method of edge
detection in our system was first proposed by Korn [35]. A similar one
can be found in Canny [36]. The successful detection of edge points
depends on the use of convolution kernels that are suited to the local
image gray-value changes. The selection of optimal convolution kernels
has a direct influence on the extraction of image structures. This is
the so-called scale-space problem in computer vision (see Volume 2,
Chapter 11). Instead of finding optimal kernels for each point, we try
to determine optimal convolution kernels with a different deviation for
the whole image in our approach. To realize this, we implemented the
edge detection algorithm [35] in a pyramid structure.

Unfortunately, edge detection also provides edge points that are
caused by noise. At the same time, this may result in incomplete edge
points of objects. Therefore, edge points cannot be directly applied for
querying images. They have to be connected to form object or region
contours. To do that, we use a contour point-connecting algorithm that
is described fully in detail by Zhang [37].

The next step in our approach is to extract shape parameters of
the closed regions. In the current implementation, we compute the
coordinates of the middle point, the size, and the boundary coordinates
of each region. These parameters are then stored in a text file.

25.3 Object recognition

To solve the problem of knowledge-based object recognition using syn-
tactical pattern recognition methods, two essential steps are necessary:

1. Bridge the gap between lower-level (quantitative) information, that
is, the information generated from the methods described in the pre-
vious sections, and the atomic entities of the higher-level (qualita-
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Figure 25.2: Color (CL), Texture (T) and Contour (CT).

tive) information, that is, the primitive objects described in a knowl-
edge base. The results of this first step are hypotheses with respect
to primitive objects.

2. Combine primitive objects according to the compositional semantics
of more complex objects described in a knowledge base. A hypoth-
esis used in a description of the analyzed image becomes a thesis.

Inherent to the information about color, texture and contour of the
image analysis phase is the information about the topological relations
in the image data between these different segments, as illustrated in
Fig. 25.2. These neighborhood relations are distinguished by three
cases: overlaps; meets; and contains and their inverse relations.

One fundamental assumption of the IRIS system is that these neigh-
borhood relations restrict the search space for the recognition of ob-
jects, that is, a (primitive) object is built upon segments that are in
these neighborhood relations. By this assumption the process of ob-
ject recognition can be dealt with as a process of graph transformation,
that is, the process of graph rewriting.

In the IRIS system, a graph parser—the so-called GraPaKL [38]—is
implemented for the object-recognition phase. The underlying graph
grammar formalism and the parser algorithm are described in Klauck
[38, 39]. Within the IRIS system, two graph grammars are used:

1. a grammar to bridge the gap between lower-level information and
primitive objects; and

2. a grammar to combine the primitive objects.

The grammars are compiled from the IRIS knowledge base. In this
sense, the model of the world recognizable by IRIS is represented within
this knowledge base.

25.3.1 Knowledge representation

The knowledge-based tool is an extension and combination of a logic-
based thesaurus [40], a Knowledge Language ONE (KL-ONE)-like system
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Figure 25.3: Object definitions.

[41], and a front-end visualization tool [42]. The main components of
this knowledge base—representing the model of an IRIS object world—
are the visualization, representation and consistency checks compo-
nents.

The visualization component is the graphical user interface of the
thesaurus based mainly on daVinci, a front-end visualization tool [42].
It offers the user an easy possibility to enter, view and manipulate def-
initions of objects (Fig. 25.3).

The representation component stores the entire knowledge. Several
functions are provided for access and modification of the knowledge
base. Integrated in this component is a concept language based on
KL-ONE [41], and a logic-based thesaurus [40].

This tool offers several consistency checks and verifies the defined
knowledge for soundness and completeness. This is performed during
the knowledge acquisition/editing phase. The tests are adapted to the
goal to prevent the description of impossible objects. This offers the
user the possibility to detect and to eliminate most of the errors as
early as possible. Some checks are performed when new or changed
knowledge is saved by the user into the knowledge base. The complete
check is only performed on request by the user.

25.3.2 Strategies for modeling the domain knowledge

Following the approach of syntactical pattern recognition, a graph gram-
mar is a powerful method to handle object recognition by substitution
of topological graphs. The main point is in finding an adequate and
consistent model of the domain. This section concentrates on the un-
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derlying modeling strategies of one of the current IRIS grammars that
deals with the landscape domain. A larger grammar dealing with the
domain of technical drawings contains 105 rules.

The graph grammar consists of three different object types: goal,
terminal, and nonterminal (Fig. 25.3). Terminal nodes are represented
by the input of the color, texture and contour module. Therefore, the
nonterminal nodes are composed of color, texture and contour seg-
ments. Hence, it follows that the nonterminal nodes are divided into
different object classes: the primitive objects, which are just supported
by the color, texture and contour segments (specifying the grammar
about the primitive objects); and the complex objects, which are based
on the primitive objects.

The strategy for modeling the primitive objects is that they con-
sist always of a color, texture and contour segment. The size of the
color and the texture segments are only allowed to differ by a factor of
two and both segments are contained by the contour segment. This re-
sults in a correspondence of the color and the texture annotation to the
same region. In the current grammar, eight primitive objects are mod-
eled where each one is defined by one grammar rule: sky; clouds;
forest; grass; sand; snow; stone; and water.

The current strategies for complex objects models incorporate:

• complex objects that are composed of primitive objects. To reduce
the number of rules for a concept definition, a subsumption hierar-
chy is introduced;

• primitive objects that are generally specified by their size, for exam-
ple, a complex object of label forestscene should be dominated by
a large segment of label forest; and

• primitive objects are related by the topological relations meets,
contains and overlaps to ensure their neighborhood.

So far, five complex objects have been modeled. The number of
rules is notated in parentheses: landscape scene (4 rules); mountain
scene (4 rules); mountain lake scene (8 rules); sky scene (6 rules);
and forest scene (6 rules).

The current IRIS grammar is composed only of three layers: seg-
ments as terminals (first level); primitive objects as nonterminals (sec-
ond level); and complex object as goals (third level).

25.4 Examples

In this section, we give a short example from the result of image analysis
on the image illustrated in Fig. 25.4a. The original image is in RGB
model with the size of 728×472 pixels. Figure 25.4b gives the result
of color-based segmentation.
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a b

c d

Figure 25.4: a Original landscape image; b result of the color-based segmen-
tation; c result of the texture-based segmentation; and d result of the contour-
based segmentation.

The segmentation based on texture is shown in Fig. 25.4c. For the
contour-based shape analysis the contours are extracted in form of a
contour map. To determine the dominant regions, a region or shape
analysis is then carried out (Fig. 25.4d).

After the image-analysis phase, the object-recognition phase is start-
ed. First, the preprocessing step, then, the generating of the hypoth-
esises, that is, possible primitive objects are recognized in the image.
In the third step the primitive objects are combined according to the
compositional semantic of objects defined in the thesaurus to more
complex objects. The overall description of the image is then given
by the one or more resulting object structures as parses. Figure 25.5
presents the main window of the object recognition. In the upper left,
a list of the three recognized objects is shown, that is, forest scene,
landscape scene and sky scene. The lower left subwindow displays
attributes of the chosen object. The structure of the object forest
scene is illustrated as a parse tree on the right.

See also the demo version of our image retrieval system on the CD-
ROM included with this handbook (/software/25).
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Figure 25.5: Results of the object recognition.

25.5 Conclusion

We demonstrated how techniques of computer vision, graph grammar
theory, and text retrieval can be combined in a novel way to imple-
ment an efficient image retrieval system, which also delivers the basic
funtionality to the analysis of video frames.

25.6 References

[1] Alshuth, P., Hermes, T., Klauck, C., Kreyß, J., and Röper, M., (1996). IRIS
Image retrieval for images and Videos. In Proceedings of first Int. Work-
shop of Image Databases and Multi-Media Search, IDB-MMS, Amsterdam,
The Netherlands, pp. 170–178.

[2] Alshuth, P., Hermes, T., Voigt, L., and Herzog, O., (1998). On video re-
trieval: content analysis by ImageMiner. In IS&T/SPIE Symposium on Elec-
tronical Imaging Sciene & Technology (Storage and Retrieval for Images
and Video Databases), San Jose, CA, Vol. 3312, pp. 236–247.

[3] Nagy, G., (1985). Image databases. Image and Vision Computing, 3(3):
111–117.

[4] Cawkell, A., (1992). Imaging systems and picture collection management:
a review. Information Services & Use, 12:301–325.

[5] Jain, R. (ed.), (1992). NSF Workshop on Visual Information Management
Systems. Ann Arbor, Mich.: Computer Science and Engineering Division,
The University of Michigan: Workshop Report.

[6] Leung, C., (1990). Architecture on an image database system. Information
Services & Use, 10:391–397.

[7] Bordogna, G., (1990). Pictorial indexing for an integrated pictorial and
textual information retrieval environment. Information Services & Use,
16:165–173.

[8] Chakravarthy, A., (1994). Toward semantic retrieval of pictures and video.
In Proc. Riao’94, Intelligent Multimedia Information Retrieval Systems and
Management, pp. 676–686. New York.



528 25 Knowledge-Based Image Retrieval

[9] Hermes, T., Klauck, C., Kreyß, J., and Zhang, J., (1995). Image retrieval for
information systems. In Proc. SPIE—The Inter. Soc. for Optical Engineer-
ing, Storage and Retrieval for Image and Video Databases, pp. 394–403.

[10] Brolio, J., Draper, B., Beveridge, J., and Hanson, A., (1989). SR: a database
for symbolic processing in computer vision. Computer, 22(12):22–30.

[11] Swain, M. and Ballard, D., (1990). Indexing via color histograms. In DARPA
Image Understanding Workshop, Pittsburgh, Pennsylvania, September 11-
13, pp. 623–630.

[12] Chen, C. and Chang, C., (1993). An object-oriented similarity retrieval
algorithm for iconic image databases. Pattern Recognition Letters, 14:
465–470.

[13] Niblack, W., Barber, R., Equitz, W., Flickner, M., Petkovic, D., Yanker, P.,
Faloutsos, C., and Taubin, G., (1993). The QBIC project: Querying image
by content using color, texture, and shape. In Proc. SPIE Storage and
Retrieval for Image and Video Database, San Jose, CA, pp. 173–181.

[14] Binaghi, E., Gagliardi, I., and Schettini, T., (1994). Image retrieval using
fuzzy evaluation of color similarity. International Jour. Pattern Recogni-
tion and Artificial Intelligence, 8:945–968.

[15] Pentland, A., Picard, R., and Sclaroff, S., (1994). Photobook: Tools for
content-based manipulation of image database. In Proc. of SPIE on Storage
and Retrieval for Image and Video Databases, San Jose, CA, pp. 34–47.

[16] Picard, R. and Minka, T., (1995). Vision texture for annotation. Multimedia
Systems, 3(1):3–14.

[17] Yeung, M., Yeo, B., Wolf, W., and Liu, B., (1995). Video browsing using clus-
tering and scene transitions on compressed sequences. In IS&T/SPIE Sym-
posium on Electronical Imaging Science & Technology (Multimedia Com-
puting and Networking), San Jose, CA.

[18] Deardorff, E., Little, T., Marskall, J., Venkatesh, D., and Walzer, R., (1994).
Video scene decomposition with the motion picture parser. In IS&T/SPIE
Symposium on Electronical Imaging Science & Technology (Digital Video
Compression and Processing on Personal Computers: Algorithms and
Technologies), San Jose, CA, Vol. SPIE 2187, pp. 44–55.

[19] Desai, U. Coding of Segmented Image Sequences. M.I.T. Media Laboratory
Perceptual Computing Section Technical Report No. 286, (1994).

[20] Flickner, M., Sawhney, H., Niblack, W., Ashley, J., Huang, Q., Dom, B.,
Gorkani, M., Hafner, J., Lee, D., Petkovic, D., Steele, D., and Yanker, P.,
(1995). Query by image and video content: the QBIC system. IEEE Com-
puter: Special issue on Content Based Picture Retrieval Systems.

[21] Hirata, K. and Kato, T., (1992). Query by visual example. In Proceedings
of Third Intl. Conf. on Extending Database Technology, Viennna, Austria,
pp. 56–71.

[22] Little, T., Ahanger, G., Folz, R., Gibbon, J., Reeve, F., Schelleng, D., and
Venkatesh, D., (1993). A digital on-demand video service supporting
content-based queries. In Proceedings of 1st ACM Intl. Conf. on Multi-
media, Anaheim, CA, pp. 427–436.



25.6 References 529

[23] Rowe, L., Boreczky, J., and Eads, C., (1994). Indexes for user access to large
video databases. In IS&T/SPIE Symposium on Electronical Imaging Science
& Technology (Storage and Retrieval for Image and Video Databases II),
San Jose, CA.

[24] Davis, M., (1993). Media stream: An iconic language for video annotation.
In Proceedings of IEEE Symposium on Visual Languages, Bergen, Norway,
pp. 196–202.

[25] Wiesener, S., Kowarschik, W., Vogel, P., and Bayer, R., (1995). Semantic
hypermedia retrieval in digital Libraries. In Proceedings of IEEE Workshop
on Advances in Digital Libraries, pp. 73–85. New York: Springer.

[26] Devadiga, S., Kosiba, D., Oswald, S., and Kasturi, R., (1995). A semiauto-
matic video database system. In IS&T/SPIE Conference on Storage and
Retrieval for Image and Video Databases III, San Jose, CA, Vol. 2420, pp.
262–267.

[27] Zhao, D. and Ramsden, A., (1995). The Elinor electronic library. In Pro-
ceedings of IEEE Workshop on Advances in Digital Libraries, pp. 195–207.
New York: Springer.

[28] Hjelsvold, R. and Midtstraum, R., (1995). Databases for video information
sharing. In IS&T/SPIE Conference on Storage and Retrieval for Image and
Video Databases III, San Jose, CA, Vol. 2420, pp. 268–279.

[29] Foley, J., van Damm, A., Feiner, S., and Hughes, J., (1990). Computer
Graphics: Principles and Practice, 2nd edition. Reading, MA: Addison-
Wesley. Revised 5th Printing, 1993.

[30] Berk, T., Brownston, L., and Kaufmann, A., (1982). A new color-naming
system for graphics languages. IEEE CG&A, 2(3):37–44.

[31] Conners, R. and Harlow, C., (1980). A theoretical comparison of texture
algorithms. IEEE Trans. Pattern Analysis and Machine Intelligence, 2(3):
204–222.

[32] Haralick, R., Shangmugam, K., and Dinstein, I., (1973). Textural features
for image classification. IEEE Trans. Systems, Man, and Cybernetics, 3(6):
610–621.

[33] Gotlieb, C. and Kreyszig, H., (1990). Texture descriptors based on co-
occurrence matrices. Computer Vision, Graphics, And Image Processing,
51:70–86.

[34] Asendorf, G. and Hermes, T., (1996). On textures: An approach for a new
abstract description language. In Proceedings of the IS&T/SPIE’s Sympo-
sium on Electronic Imaging 96, 29 January - 1 February, Vol. 2657, pp.
98–106.

[35] Korn, A., (1988). Toward a symbolic representation of intensity changes
in images. IEEE Trans. Pattern Analysis and Machine Intelligence, 10:610–
625.

[36] Canny, J., (1986). A computational approach to edge detection. IEEE
Trans. Pattern Analysis and Machine Intelligence, 8(6):679–698.

[37] Zhang, J., (1994). Region-based road recognition for guiding autonomous
vehicles. PhD thesis, Department of Computer Science, University of



530 25 Knowledge-Based Image Retrieval

Karlsruhe, Germany, Feb. 1994, VDI Berichte 298, VDI Verlag, Düsseldorf.
(in German).

[38] Klauck, C., (1994). Eine Graphgrammatik zur Repräsentation und Erken-
nung von Features in CAD/CAM, Vol. No. 66 of DISKI. St. Augustin: infix-
Verlag. PhD Thesis, University of Kaiserslautern.

[39] Klauck, C., (1995). Graph grammar based object recognition for image
retrieval. In Proceedings of the 2nd Asian Conference on Computer Vision
1995 (ACCV’95), Vol. 2, pp. 539–543.

[40] Goeser, S., (1994). A logic-based approach to thesaurus modeling. In
Proceedings of the International Conference on Intelligent Multimedia In-
formation Retrieval Systems and Management (RIAO) 94, pp. 185–196.
C.I.D.-C.A.S.I.S.

[41] Hanschke, P., Abecker, A., and Drollinger, D., (1991). TAXON: A con-
cept language with concrete domains. In Proceedings of the International
Conference on Processing Declarative Knowledge (PDK) 91, pp. 411–413.
Berlin: Springer, LNAI 567.

[42] Fröhlich, M. and Werner, M., (1994). Demonstration of the interactive
graph visualization system daVinci. In Proceedings of DIMACS Workshop
on Graph Drawing ‘94, LNCS 894, pp. 266–269. Berlin: Springer.



26 A Tactile Vision-Substitution
System

Markus Loose, Thorsten Maucher, Johannes Schemmel,
Karlheinz Meier, and Michael Keller

Institut für Hochenergiephysik (IHEP), Universität Heidelberg, Germany

26.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 531

26.2 Concept and realization . . . . . . . . . . . . . . . . . . . . . . . . 532

26.2.1 The vision part . . . . . . . . . . . . . . . . . . . . . . . . . 532

26.2.2 The processing and control part . . . . . . . . . . . . . . 537

26.2.3 The virtual tactile display . . . . . . . . . . . . . . . . . . 538

26.3 Results and prospects . . . . . . . . . . . . . . . . . . . . . . . . . . 540

26.4 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 541

26.1 Introduction

An early discussion of sensory substitution can be found in the book
Cybernetics by Norbert Wiener [1]. Vision substitution systems with
tactile displays in particular have been successfully employed for the
first time about 30 years ago by Bach-y-Rita and co-workers [2]. The
authors of those early experimental studies claim that after sufficient
training blind subjects were able to perceive visual images in space us-
ing their somatosensory system. Despite this principal success practical
applications have been hindered by the fact that the two basic compo-
nents, image acquisition and tactile display were rather clumsy thus
excluding portable devices. In the meantime technology has advanced
in particular in the areas of integrated microelectronics and high per-
formance computing. The first area allows to design highly compact
photodetector arrays with specifications similar to the front-end of the
human visual system. The second area makes it possible to read out
and process digital data in real time. Using these technologies together
with a novel concept of a virtual tactile display we have developed,
built and tested a tactile vision-substitution system (TVSS). The system
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Figure 26.1: Schematic overview of the complete tactile vision-substitution sys-
tem (TVSS).

gives blind people access to the real visual world as well as to computer
graphics, drawings and similar artificial patterns.

The complete system is fully operational as a prototype. Testing is
carried out in a joint research project with the eye clinic at Heidelberg
University.

26.2 Concept and realization

The TVSS presented here consists of a vision part responsible for ac-
quisition and preprocessing of visual information, a processing and
control part for data acquisition, further image processing and control
of the connected hardware devices and a novel type of virtual tactile
display based on conventional Braille code cells mounted on an opto-
mechanical system for position-sensitive output of the processed image
information. The acquired and processed image can be explored by the
user on the tactile display. Figure 26.1 shows a schematic overview of
the complete system.

26.2.1 The vision part

The vision part is a single chip camera system designed and built us-
ing standard complementary metal oxide semiconductor (CMOS) tech-
nology. The availability of basic circuit elements such as diodes and
transistors suggests the use of the intrinsic photoelectric effect in the
depletion zone of CMOS pn-structures for light detection. At the same
time, the possibilities for further signal processing on the same silicon
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wafer can be used. This is the basic idea of CMOS photoreceptors vi-
sion chips (see also Chapter 7). Apart from the integration of sensor
elements and signal processing CMOS photoreceptors are character-
ized by a huge dynamic range of 1 : 1 million or more. This perfor-
mance comes close to the biological model and is far better than that
of conventional charge coupled device (CCD) systems. This is of great
advantage for the application in mind, because such a system can oper-
ate under a large range of different illuminations without the need for
additional aperture corrections that would require additional space and
electrical power. In practical applications, however, the use of the large
dynamic range is difficult. A linear transfer of many orders of magni-
tude in incident illumination requires an unrealistic range of output
voltages. A solution to this problem also realized in biological systems
is a logarithmic compression of the electrical output signal. Examples
for an electronic implementation can be found in Chapters 8 and 9. Two
types of logarithmic response camera systems with different specifica-
tions have been produced in the application-specific integrated circuit
(ASIC) laboratory at the Faculty of Physics at Heidelberg University.

The first system type is based on the 1.2µm CMOS technology of
Austria Micro Systems (AMS), Unterpremstätten, Austria. This CMOS
process offers two metal and two polysilicon layers. The system uses
the adaptive pixel concept described by Delbrueck and Mead [3] with
logarithmic response to the incident light intensity, and has been de-
veloped in the initial phase of the Heidelberg vision project. Detailed
measurements performed with this camera system describing, in par-
ticular, the phototransduction mechanism characterizing the specific
CMOS process can be found in Loose [4], Loose et al. [5, 6, 7], and
Schemmel [8].

All CMOS vision chips have to cope with the problem of mismatch
between individual pixels. This well-known effect is called fixed-pattern
noise and poses a considerable problem for subsequent image process-
ing because it generates artificial local contrasts that are easily detected
by edge detection filters. The consequence for the tactile output is
severe because the limited bandwidth of the somatosensory system
would be overloaded with faulty information. The fixed-pattern noise
is a feature aggravated in logarithmic CMOS-based image sensors and
currently represents one of their major disadvantages. The reason for
this spatial noise can be allocated in the mismatch of individual tran-
sistors used for analog preprocessing of pixel data. In principle, the
effect can be reduced by increasing the size of the relevant transis-
tors. However, this would increase the geometrical size of the indi-
vidual pixels and in turn the size of the entire sensor above accept-
able limits. The only practical way to handle fixed-pattern noise is to
apply a calibration procedure. Measurements carried out with loga-
rithmic pixels in the framework of this project (see references cited
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Figure 26.2: Architecture of the self-calibrating 64× 64-pixel vision chip.

in the foregoing) show that the fixed-pattern noise is dominated by
offsets of the logarithmic response curves that can correspond to as
much as two to three orders of magnitude in incident light intensity.
The pixel-to-pixel variations of logarithmic slopes are usually negligi-
ble. Various methods for offset calibration have been proposed and
implemented. The most obvious way is to use software methods. The
required post-production calibration procedure and the need for exter-
nal components and databases are disadvantages that do partly affect
some of the major advantages of CMOS sensors, their compactness and
low price. On-Chip solutions such as floating-gate technologies or hot
carrier degradation as described by Ricquier and Dierickx [9] also need
post-production calibration procedures that, in addition, can take sev-
eral hours for one chip.

Motivated by the need for a logarithmic sensor with small fixed-
pattern noise the Heidelberg group has developed a vision chip with a
built-in analog fixed-pattern noise correction. This chip is based on a
continuously working photoreceptor with logarithmic response cover-
ing a dynamic range of more than 6 decades in incident light intensity.
To calibrate the chip the system has to be brought into a reference
state that corresponds to a defined sensor input. For that purpose all
photoreceptors can be stimulated by the same reference current in a
dedicated calibration cycle. Without fixed-pattern noise, all pixel out-
puts would show the same output signal. In reality, the signals differ
due to the problem described in the foregoing. A differential amplifier
compares individual outputs to the reference and adjusts each pixel
until both signals are equal. The calibration is then stored in an analog
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photodiode

auto exposure
photodiode storage capacitor

Figure 26.3: Layout of two pixels in the self-calibrating vision chip. Image-
acquisition diodes, exposure-control diodes and storage capacitors are indi-
cated; (see also Plate 4).

memory available for each individual photoreceptor. Subsequent lines
of pixels are being calibrated so that one differential amplifier per pixel
column has to be implemented. Because CMOS operational amplifiers
show offset variations the autozeroing techniques have been applied
for their realization on the chip. The prototype chip features 4096 pix-
els arranged in a matrix of 64 rows and 64 columns. The architecture
of the chip is shown in Fig. 26.2.

As an additional feature the reference source can be replaced by a
second array of 64 × 64 small photodiodes interleaved with the ones
acquiring the actual image. The photocurrents of the small diodes are
averaged to provide a current representing the average illumination
on the chip surface. Using this current as a reference results in an
automatic exposure control continuously adapting the output signal to
the average light intensity.

The chip was fabricated in the 0.8 µm CMOS technology of Aus-
trian Micro Systems. This CMOS process offers two metal layers and
two polysilicon layers similar to the one described in the foregoing.
Figure 26.3 shows the layout of two pixels. Image-acquisition diodes,
exposure-control diodes and storage capacitors are indicated.

One such pixel has an area of 33 µm× 33 µm. The image-acquisition
photodiode itself occupies 20 % of that area. This fill factor could be
improved somewhat by going to a CMOS process with a smaller feature
size. The layout of the complete vision chip is shown in Fig. 26.4. The
digital control part made of standard cells and the quadratic pixel ma-
trix with decoder and amplifier arrays can be seen. In total, the chip
has an area of 3.5 mm × 2.5 mm.
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Figure 26.4: Layout of the complete vision chip. The digital control part made
of standard cells and the quadratic pixel matrix with decoder and amplifier
arrays can be seen; (see also Plate 5).

Measurements carried out with the produced chip have confirmed
the expected behavior. The chip can safely operate over six orders of
magnitude in incident illumination with an almost perfect logarithmic
response. Figure 26.5 shows the measured response curve for a pixel
on the chip. The slope is negative with an absolute value of 110 mV per
decade. This large slope has been achieved by using two serially con-
nected transistors operating in their subthreshold region. The turnover
of the response curve for very large light intensities (exceeding the
value of the solar constant) can be explained by the discharge of the
correction capacitor due to parasitic photocurrents. The saturation of
response at very low intensities (below typical moonlight illumination)
is caused by the long time constant for charging parasitic capacitances
and leakage currents.

The key feature of the chip is the analog self-calibration mechanism.
At a given uniform illumination the fixed-pattern noise has a standard
deviation of about 2 mV, corresponding to a few percent of one decade
in illumination. This has to be compared to the typical performance
of uncalibrated CMOS vision sensors where fixed-pattern noise corre-
sponding to 2 to 3 decades in illumination has been observed, which
makes external calibration mandatory. Figure 26.6 shows the pixel-to-
pixel fixed-pattern noise of a 64-pixel column in the produced vision
chip. For comparison an uncalibrated reference column realized in the
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Figure 26.5: Pixel response measured over 8 decades of incident light intensity.
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Figure 26.6: Comparison of a calibrated pixel column in the vision chip (thick
line) and a column of uncalibrated test pixels in the Austrian Micro Systems
0.6 µm CMOS technology (thin line).

Austrian Micro Systems 0.6µm CMOS technology is shown. Details on
the self-calibrating CMOS vision chip can be found in [10].

The vision chip has been mounted in a housing and equipped with
a simple optics (single lens with a diameter of 6 mm and a focal length
of 5 mm). Multiplexed analog image data are sent through a cable to a
unit containing the processing and control part as well as the virtual
tactile display.

26.2.2 The processing and control part

Data acquisition, further image processing and control of the camera
and the tactile display are carried out with a conventional laptop com-
puter mounted in the base of the unit that also serves as a mechanical
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Figure 26.7: Screenshot of the PC running the VISOR program. The displays
show computer-generated patterns. The left-bottom window indicates the area
displayed by the piezoelectric actuators (dotted rectangle) as well as their actual
pattern (square dots).

support for the virtual tactile display described in the next chapter.
The complete system has dimensions of 23 cm × 30 cm × 7 cm and a
weight of approximately 3 kg determined essentially by the laptop PC.

Multiplexed analog image data from the 4096 camera pixels is trans-
mitted to a receiver board in the display unit. Digitization is performed
on this board using an 8-bit ADC. The digitized data are read into the
parallel port of the PC. The PC runs a program package called VISOR
that has been developed in the framework of this project. VISOR can
handle image data from the receiving board or any other image data
format from mass storage or even via network. The image data can be
further processed with conventional filters. Examples are Sobel filters
(see Sections 33.4.2 and 10.3.4) for edge detection or noise-reduction
methods. Processed image data are then sent by a PCMCIA digital I/O
card to the virtual tactile display. When used as a tactile vision substi-
tution system the PC or an external screen can be used to monitor the
performance of the person using the tactile display. Figure 26.7 shows
a screenshot of the VISOR software operating with computer-generated
patterns from a standard drawing program.

26.2.3 The virtual tactile display

The basic idea behind the virtual tactile display developed in the frame-
work of this project is to limit the actual tactile output with physical
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Figure 26.8: Photograph of the virtual tactile display. The movable matrix of
piezoelectric actuators mounted on a system of x-y guiding rails can be seen.

actuators to a small area accessible with the fingertip. This area repre-
sents only a small fraction such as 2 % of the full field of tactile vision.
This full field is virtually available but is only displayed once the user
decides to move his or her finger to a position of choice. This method
represents an economical way to realize a tactile display with a few
thousand virtual actuators. Alternative methods such as arrays of tiny
magnetic solenoids or electrotactile stimulators require a much larger
technological effort.

The physical tactile display unit is based on commercially available
Braille code cells (Type B-8 available through METEC GmbH, Stuttgart,
Germany). A single Braille cell has eight plastic dots that are individu-
ally driven by piezoelectric crystal pairs of the bending type. The dot
spacing is 2.45 mm and the dot stroke is 0.7 mm. Six such modules each
with eight movable piezoelectrical actuators are mounted together to
form a touchpad with a dimension of roughly 1 cm by 4 cm and a total
of 48 actuator dots. This touchpad can be moved on mechanical guid-
ing rails covering a total surface corresponding to 2760 virtual dots.
The actual position of the touchpad with the six Braille cells is contin-
uously recorded by an optical tracking system and sent to the laptop
computer where it is correlated with the image data. The part of the
image data in the acceptance region of the touchpad is then sent back
to the pad where it is displayed by the individual actuator dots. The
user can explore the entire image by moving the pad over a surface of
approximately 12 cm by 18 cm. Only binary (i. e., on/off) information
can be displayed. The system can operate with a frame rate of 10 to



540 26 A Tactile Vision-Substitution System

Figure 26.9: User of the TVSS carrying the vision part and exploring the virtual
display.

20 Hz depending on the amount of image processing carried out on the
laptop PC. Figure 26.8 shows a photograph of the virtual tactile display
unit. In Fig. 26.7 (left-bottom window, quadratic dot pattern) the posi-
tions of the actuator dots representing the actual tactile display pattern
are shown for the case of a computer-generated image.

26.3 Results and prospects

The complete system has been tested in the eye clinic at Heidelberg
University. A blind person has been trained for a few hours to use the
device. Performance studies have been carried out with simple geomet-
rical patterns as well as with real-world scenes recorded by the cam-
era. Figure 26.9 shows a photograph of the person carrying the camera
mounted on eye glasses and exploring the tactile display. Further work
will be carried out to investigate the possibilities and limitations of this
kind of sensory substitution.
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Figure 27.1: NAVIS architecture.

27.1 Introduction

In general, active vision systems are characterized by the ability to ex-
plore their environment autonomously, to gather the information rel-
evant to the current task, and to react in a flexible way to unexpected
events. Such a complex behavior can only be performed by a modular
system interacting on several hierarchical levels as already proposed
by Granlund [1].

This chapter introduces the Neural Active Vision System NAVIS that
has been developed by the authors in cooperation with the GET Vision
Lab, University of Paderborn. Emphasis has been put on the system’s
biological plausibility as well as on its computational costs and the inte-
gration aspects. The integration of several processing units is schemat-
ically depicted in Fig. 27.1.

The system can be coupled with two different experimental plat-
forms: a stereo camera head and a mobile robot with a smaller monoc-
ular camera head (see Section 27.2). The stereo camera head enables
NAVIS to gather depth information from a scene while the mobile robot
is able to navigate through the scene. Images that are captured at de-
fined states of the system are analyzed with several static and dynamic
features considered. These features are stored in maps and evaluated
for salient structures. The attention unit selects the next fixation point
in dependence on the current task given by a superior instance. This
instance determines whether a static object is searched for and recog-
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nized or whether an object in motion is pursued. The corresponding
recognition or tracking model guides the camera unit (Section 27.5).
The basic principle of the 2-D recognition system is the match between
object parts on the basis of rigid point configurations determined by
the attention unit. The more flexible 3-D object recognition combines
viewer-centered representations with temporal associations reducing
the amount of misclassification (Section 27.6). Furthermore, the system
must be able to respond to motion stimuli initiated by moving patterns.
Therefore, a tracking system responsible for the estimation of motion
and pursuit of moving objects is also part of NAVIS (Section 27.7).

27.2 Experimental platforms

The NAVIS system is equipped mainly with two devices for visual scene
exploration: A binocular camera head and a mobile robot supplied with
a single camera. The camera head as the major vision system delivers a
stereo image pair, which can be used for active scene exploration, object
recognition, tracking and depth estimation. Furthermore, it could be
used to guide and survey the mobile robot as an advanced system to
perform action-perception cycles, for example, in conjunction with a
hand-eye calibration.

27.2.1 The NAVIS camera head

The primary visual front-end consists of a stereo camera head with
two color cameras. It was developed at the University of Paderborn
with special consideration given to enhanced calibration capabilities
and low costs of realization using off-the-shelf components [2].

The camera modules rotate around independent vertical vergence
axes and are mounted on a common pan/tilt platform. This design
provides four mechanical degrees of freedom (DoF) for the simulation
of eye and neck movements. Figure 27.2 shows an outline sketch of
the frontal and side view of the camera head. In Fig. 27.3a the camera
head is displayed.

Each camera module also has three translational DoF for its attach-
ment to the platform. This capability extends the manual adjustment
facilities for calibration purposes in order to place a camera’s optical
center in the intersection point of the pan and vergence axis. The cam-
era modules internally provide three additional adjustment facilities.
Each camera block can be rotated around the optical axis to align both
cameras in the optical plane. In addition, each camera’s pitch and yaw
angle related to the module housing can be varied over a small range
in order to place the sensor plane perpendicularly to the optical axis.
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Figure 27.3: Experimental platforms: a stereo camera head; b mobile robot.

27.2.2 The Pioneer robot

A Pioneer 1 robot [3] serves as the mobile experimental platform. The
basic robot consists of a differential wheel drive, seven sonars, an on-
board controller, and a one DoF gripper. It was extended to meet spe-
cial needs for an active vision environment: An independent pan/tilt
unit was mounted on top of the robot together with a single color cam-
era. Furthermore, a radio data connection had to be established for the
video data as well as for serial command data for the robot and the
pan/tilt unit. Thus a complete autonomous system was built up (see
Fig. 27.3b).
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27.3 Image preprocessing

This section deals with the image preprocessing mechanisms provided
in the feature unit of NAVIS.

27.3.1 Edge extraction

Input images are filtered by sets of oriented Gabor filters with mean
spatial frequency vectors k̃ normalized to the Nyquist wave number
(see Eq. (2.34) in Volume 2, Section 2.4.2). Each set is based upon a
frequency vector of constant norm ‖ k̃ ‖= k̃0. It was shown by Jones and
Palmer [4] that this filter type offers an appropriate model for certain
early vision processes in the human visual system.

The Gabor filters (Volume 2, Section 4.2.2) are given by

g(x) = 1
2πσxσy

exp(−1
2
xTAx)exp(ik̃

T
x) (27.1)

where A is composed of a diagonal parameter matrix P and a rotation
matrix R

A = RPRT =
[

cosϕ – sinϕ
sinϕ cosϕ

][
σ−2
x 0
0 σ−2

y

][
cosϕ sinϕ

– sinϕ cosϕ

]
(27.2)

Setting k̃ to
[
k̃0 cosϕ, k̃0 sinϕ

]T
,ϕ = n∆ϕ results in a set of circularly

arranged filters in frequency space. In addition, appropriate values for
the parameters σx and σy have to be chosen to adjust the filter band-
width in radial and tangential directions. To create filter sets of differ-
ent scales, the norm of the mean frequency k0 can also be modified,
for example, in a logarithmic scale. If the parameters σx and σy are
adopted in an appropriate manner a filter set for different scales and
orientations is obtained.

So far, many design concepts for this type of filter set have been
introduced, for example, by Theimer and Mallot [5]. For a detailed de-
scription of the design of the filter set used in conjunction with NAVIS,
see Trapp [6].

27.3.2 Gray-level segmentation

A gray-level segmentation is performed in NAVIS on the basis of gradi-
ent images. These gradient images are the result of a filter operation
with Sobel kernels (horizontal and vertical axes). The segmentation it-
self is a region-growing procedure. It is followed by a step that removes
too small segments. Subsequently, neighboring segments are merged
during several dilation cycles.
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The resulting segments are sorted with regard to their orientation
by a principal component analysis. The moments of a segment S are
given by [7]

mp,q = 1
N

∑
(x,y)∈S

(x − 〈x〉)p(y − 〈y〉)q (27.3)

With the foregoing expression the covariance matrix C can be described
as

C =
[
m2,0 m1,1

m1,1 m0,2

]
(27.4)

The eigenvector of the largest eigenvalue of the covariance matrix
C specifies the orientation of the corresponding segment [7].

27.3.3 Color quantization

In NAVIS color is processed in the mathematical transform to Munsell
(MTM) color space that is similar to the Munsell renotation system (see
[8]). The MTM color space is chosen because of its perceptual unifor-
mity. The RGB to MTM transformation is based on the correction of
the Adams color system. Starting point of the transformation is the
calculation of the XYZ tristimulus values from RGB:

 XY
Z

 =
 0.608 0.174 0.200

0.299 0.587 0.144
0.000 0.066 1.112


 RG
B


NTSC

(27.5)

For the Adams color system (M1,M2,M3) follows:

M1 = V(Xc)− V(Y) , Xc = 1.020X
M2 = 0.4(V(Zc)− V(Y)) , Zc = 0.847Z
M3 = 0.23V(Y)

(27.6)

Here, V(a) = 11.6a1/3 − 1.6 denotes the nonlinearity of the human
visual system. The MTM space (S1, S2, L) is derived from an empirically
determined correction of the Adams color system

S1 = (8.880+ 0.966 cosϕ)M1

S2 = (8.025+ 2.558 cosϕ)M2

L = M3

(27.7)

withϕ = atan (M1/M2). The color quantization is achieved by dividing
the hue component of the hue, value, and chroma (HVC) color space
(polar form of the MTM color space) in equidistant angles.
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27.4 Depth estimation

Binocular visual devices such as the NAVIS camera head (Section 27.2.1)
enable the construction of a depth representation of the environment
(see also Chapter 17). By comparing the two images obtained from the
left or right camera, respectively, one can divide the scene into regions
with equal camera distances. Therefore, a figure ground separation for
a stable object recognition is possible.

Generating depth data. Depth data (disparity values) are generated
using contour segments in different orientations stemming from Gabor
filtering (see Section 27.3; [9]). The relation of the left or right image,
respectively, is derived by a cross correlation. A single disparity field is
determined by applying a continuity constraint. Figure 27.4 shows the
major steps to form a disparity image and to segment a scene according
to depth values.

The resulting depth maps are sparse (see Fig. 27.5c) due to the ran-
domness of depth assignment. No disparity value is generated if there
are any ambiguous depth values for a specific location. Hence, the
disparity maps are expanded depending on the extracted contour seg-
ments and several criteria:

• contour elements represent borders for the expansion of depth val-
ues because of the high probability of a depth discontinuities at
these locations;
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Figure 27.5: Exemplary depth segmentation: a left picture of a stereo image
pair; b right picture; c derived disparity map; d improved disparity map; e and
f extracted scene segments (enlarged).

• if adjacent pixels own different depth values these regions also build
borders; and

• depth values mainly spread out along contours. Thus, small gaps
between contour segments can be filled.

During an iterative process new depth values are assigned to previ-
ously undefined regions (according to their depth). The process stops
if there are no new assignments.

Scene segmentation. The expanded disparity map is used for a depth
segmentation (see Fig. 27.4) and is applied for a figure-ground sep-
aration. First, scene contour elements and depth discontinuities are
merged. Points nearest to depth discontinuities are marked and added
to the resulting contour elements that are the basis for the scene seg-
mentation. This segmentation is carried out by a simple flood algo-
rithm. Figure 27.5 shows an exemplary scene with two toy cars in dif-
ferent camera distances. After expanding the sparse disparity maps
scene regions containing the cars are extracted.

Problems arise due to improper disparity values. An algorithm for
generating depth values with subpixel accuracy should allow a more
precise segmentation of the scene. A more detailed outline of the algo-
rithms is described in [10].
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27.5 Visual attention

27.5.1 Principal ideas

The NAVIS attention module offers a solution to how salient points can
be found in real-world scenes. It can be divided into three fundamental
components:

• data-driven control;

• model-driven control; and

• behavior.

The data-driven part generates an attractivity representation from
the feature structures of the current image section (see Section 27.5.2).
In the model-driven part the system follows the instructions inherent
in the currently selected model (Section 27.5.3). This model could be
one of the following:

• hypothesis generation mode: an object hypothesis is generated de-
pending on recognized configurations of attractivity points;

• hypothesis validation mode: saccadic shifts collect the necessary
information to verify the object hypothesis; and

• tracking mode: smooth pursuit movement.

The third part of the gaze control is somewhat like an intelligent
instance because it selects the model appropriate to the current situa-
tion. Nevertheless, the selection of the right model is also automatic.
Therefore, we call this control level behavior. Figure 27.6 shows the
attention model that is inherent in NAVIS and described in more detail
in the following sections.

27.5.2 Attractivity representation

NAVIS selects an attention window around the current fixation point
for further processing. This window is analyzed with regard to some
primitive features. These features could be either static or dynamic.
The currently implemented static features are oriented edge elements,
homogeneous area elements, and color segments. These features are
detected in parallel, categorized, and sorted in several feature maps.
At present, there are 12 maps for the oriented edge elements (angle
resolution 15°), 13 maps for the oriented area elements (angle resolu-
tion 15° plus one map for the segments with an eccentricity near zero),
and 6 color maps (60° intervals on a color circle).

The feature maps are analyzed with regard to some obvious con-
spicuities. Roughly summarized this analysis contains the evaluation
of geometric dimensions such as the center of gravity, symmetry, ori-
entation, and eccentricity and a measure for the local color contrast.



552 27 The Neural Active Vision System NAVIS

excitation
map

symmetry

object hypothesis

oriented edge elements

recognition

conspicuity maps

feature maps

attention
map

map
attractivity

eccentricity

oriented area elements

camera control

inhibition
map

color contrast

colors

motion detection

motion

scene

attention window

alert system

tracking

green

blue
red

Figure 27.6: Attention model.

The result of the conspicuity analysis is one map per feature contain-
ing the salient points. We call these salient points attractivity points.
They are potential candidates for the next point of attention (POA) that
holds the coordinates for the following camera shift. The attractivity
points of the different conspicuity maps are sorted taking into account
their saliency and then they are integrated into the attractivity map.

Symmetry. Artificial objects are often characterized by their salient
symmetry. Hence, a symmetry analysis is also part of the attention
model in NAVIS. The feature maps of the oriented edge elements (see
Fig. 27.6) contain the information relevant to the generation of the con-
spicuity map symmetry. The oriented edge images are the basis for
a multitude of NAVIS algorithms and therefore are described in detail
in Section 27.3.1. Due to run-time considerations only one scale space
with an angle resolution of 15° (resulting in 12 Gabor filter outputs) is
evaluated in the attractivity representation. For each point in the fea-
ture maps the activity is summed up in a small range around a fixed
radius perpendicular to the orientation of the edges. Subsequently, the
results of all 12 feature maps are summed up and stored in so-called
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radius images. This procedure is done for several radii with adjacent
summation ranges. A maximum operation on all radius images deter-
mines the attractivity points.

Eccentricity. The feature maps of the oriented area elements are based
on a gray-level segmentation (see Section 27.3.2). Because the genera-
tion of the feature maps is solely scene data-driven, the segmentation
process (region growing plus subsequent merging) can only take into
account such common criteria as variance of the gray values, contrast
to the surrounding, etc. This branch of the attractivity representation
supplies attractivity points that cannot be detected by the symmetry
analysis: objects without a conspicuous symmetry or objects partly oc-
cluded. The resulting segments are sorted concerning their orientation
by a principal component analysis. The coordinates of the attractiv-
ity points are determined by calculating the center of gravity for each
segment. The magnitude of the conspicuity of the attractivity points
depends on the eccentricity of the segments. Circular objects (often de-
tected by the symmetry operator) are related to low attractivities while
line-shaped objects are related to high attractivities.

Color contrast. The branches of the attractivity representation de-
scribed so far are based on a gray-level analysis. Specifically, they can-
not cope with isoluminant object borders. Therefore, the evaluation
of color is desirable. The color feature maps are categorical in na-
ture. The category membership is determined in the HVC color space
and depends only on the hue angle (see Section 27.3.3). Typically we
use six categories: red; orange; yellow; green; blue; and purple. The
corresponding conspicuity map assesses the color contrast of previ-
ously segmented regions to their surroundings. The segmentation is
performed in the MTM color space and is based on a region-growing
method (centroid linkage). The centers of gravity of conspicuous seg-
ments mark the attractivity points. The magnitude of an attractivity
point is the mean gradient along its border with the neighbor segments.
Here, the gradient is defined as the Euclidean distance between the
mean colors of two segments.

27.5.3 Gaze control

The next POA is not determined solely by the activities in the attractiv-
ity map AM but also by the current model given by the behavior. In
the hypothesis generation mode the inhibition map IM is the only ad-
ditional map to be considered. It prevents the gaze control from paying
attention to already fixated points in subsequent frames by reducing
their attractivity exponential. Thus, the influence of already fixated
points grows again with time. Not only the current POA but also the
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attractivity points in its surrounding are inhibited depending on an ex-
ponential distance function. The POA functions as the reference point
to form an object hypothesis. In the hypothesis validation mode one
more map has to be considered. The excitation map EM now contains
those pointspEM belonging to a generated object hypothesis. These are
points stored for a learned object and necessary to recognize it again.
The excitation map makes it more difficult for the recognition module
to switch between object parts (so-called forms) belonging to different
hypotheses. Equation (27.8) shows the calculation of the candidates for
the next POA. These candidates are stored in the attention mapPOAM.
Details of the recognition process are described in Section 27.6.

v(pPOAM) = v(pAM)
∏

pIM ∈IM
(1− v(pIM) ·d1(pAM, pIM))∏

pEM ∈EM
(1+ v(pEM) ·d2(pAM, pEM))

(27.8)

Here, v(x) denotes the priority of a point x in [0,1], d(x,y) denotes
a distance measure for x and y in [0,1] (1 for identical locations).

The behavior control exchanges the hypothesis generation or vali-
dation model for the tracking model whenever the motion detector in
NAVIS records motion, that is, the motion detector is always running
between two gaze shifts (camera movements). We choose this behavior
for NAVIS because a moving object might impair the current hypothe-
sis generation or validation mode by adding new features to the scene
or covering some relevant features of the static objects. At present,
the behavior control of NAVIS can only cope with one moving object at
any time. A more sophisticated behavior would be to track the nearest
or fastest object if there were more than one. The tracking module of
NAVIS is described in Section 27.7.

Figure 27.7 shows a short saccade of the gaze control. In this ex-
ample the camera movement is solely scene data-driven. Other exper-
iments are described in [11] and [12]. Experiments with model-driven
gaze control are also introduced in the following sections.

27.6 Object recognition

Object-recognition modules are essential for autonomous vision sys-
tems. One can distinguish between 2-D and 3-D object recognition ac-
cording to the available information about the model objects (see also
Section 1.2). Within NAVIS there are two independent recognition sys-
tems. Both work with real-world objects (toy cars).
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a b c

Figure 27.7: Saccade: the current POA is marked by the gray cross, the next
POA is marked by the black cross, and the attractivity points with lower priority
are marked by the white crosses.

scooter:

car:

scene with marked attractivity points stored attractivity points

Figure 27.8: Principle of the hypothesis generation.

27.6.1 Two-dimensional object recognition

The 2-D object-recognition system used within NAVIS is based on re-
sults in physiological and psychological research on the visual system
of primates. The basic principle of the recognition system is the quite
constant formation of attractivity points. An attractivity point is seen
as a point with special properties according to symmetries and area
features. A survey over appropriate algorithms and examples of im-
ages with marked attractivity points are presented in Section 27.5. The
major assumption to form an object hypothesis is the recognition of a
similar configuration of attractivity points in the scene. This principle
is outlined in Fig. 27.8. A hypothesis mainly provides information about
the location of an object and a first guess on the objects identity (Where
processing path). After establishing a hypothesis the systems looks for
a priori specified object parts (further called forms). By matching these
forms the hypothesis is accepted or rejected, respectively (What pro-
cessing path). The division into a where and what part is motivated
by biological findings. Accordingly, the infero temporal cortex is con-
cerned with discriminating objects. On the other hand, the posterior
parietal cortex is responsible for establishing spatial relations.
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a b c

Figure 27.9: a Exemplary object; b learned form; c presented form for match-
ing.

The basic system units are displayed in Fig. 27.1. The camera unit
controls pan/tilt movements based on location provided by the con-
trol unit. Within the feature unit interesting points due to symmetry
and area features are computed. One attention point is selected among
all attractivity points in the attention unit. These three units were de-
scribed in previous sections. During the hypothesis-validation mode
subimages with dilated edges are generated. By matching these edges
with skeletonized edge images a certain amount of object distortion is
tolerated. Figure 27.9 shows such edge images.

Recognition process. The object-recognition module within the con-
trol unit is responsible for building hypotheses and for validating them.
In Fig. 27.10 the major steps during the recognition process are de-
picted. In an off-line learning stage the objects together with marked
forms are presented. Generated attractivity points and the spatial rela-
tions of the forms are learned. In the hypothesis-generation mode gen-
erated attractivity points are tested for stored object configurations. In
this way the attention point serves as the reference point. The object
with the highest match is taken as the next hypothesis. During the val-
idation of a hypothesis the unit tries to match the stored forms against
the presented forms. The relative position of the next form is given
to the camera unit for consecutive foveation. The learned attractivity
points of the hypothesized object are put into the excitation map to
ensure that the same object is given attention in the next cycle. On the
other hand, examined points are marked in the inhibition map to avoid
further influence.

Experiments. By using active vision capabilities the system is able
to explore an environment autonomously. Thus it can accordingly re-
spond to changing scenes and new appearing objects. In Fig. 27.11 an
exemplary recognition process is outlined. Step by step all object forms
are examined and matched.

Recognition problems due to object transformations have to be over-
come in further investigations. Here, the rigid representation of at-
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Figure 27.10: Major steps during recognition.

tractivity points and object forms have a negative influence. A more
detailed description of the system can be found in Götze et al. [13].

27.6.2 Three-dimensional object recognition

Three-dimensional object-recognition capabilities for real-world scenes
are a major step towards a fully autonomous active vision system. As
a result of psychophysic research a viewer-centered approach was cho-
sen. An autonomous and effective method to form and administer view
classes had to be found. Similarly, in the view sphere neighboring views
should be classified in one view class. Possibly nonunique views should
not disturb the recognition process over a longer period. By analyz-
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a

b c d e

f g h i

Figure 27.11: Exemplary recognition process. The generated attractivity points
are marked black and gray, the attention point is marked white: a test environ-
ment; b , c the system is looking for learned attractivity point configurations;
d , e after building up the hypothesis “book” it searches for the specified object
forms; f , g looking for a new hypothesis; h, i validating hypothesis “lorry.”

ing the temporal context a correct sequence classification is ensured
despite such troubling views. In Fig. 27.12a the representation hier-
archy used is depicted. Views are first classified to view transitions
(sequences). The sequences are associated with objects in the follow-
ing.

System architecture. In Fig. 27.12b the recognition system is shown.
At present, the system is not fully integrated in NAVIS (cf. Fig. 27.1),
and attention mechanisms are not used yet. The matching of views to
view classes by an adapted Dynamic Link Matching build the core of
the system. In the following the processing steps are outlined:

• feature extraction: Directed and oriented edges are used as the fea-
ture base by applying two Gabor filter sets with different mean fre-
quencies (see Section 27.3.1). Twelve orientations per filter set are
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Figure 27.12: a Representation hierarchy; b block diagram of the recognition
system depicting the relations of the processing steps to the implemented algo-
rithms.

distinguished resulting in a 24-D feature space. To reduce compu-
tational costs the 256×256 pixel feature images are subsampled to
64×64 pixel arrays;

• view classification: To classify the presented views against the learn-
ed view classes a modified version of the dynamic link matching
[14, 15] was used. The assignment of a local transformation of a
feature point to its local neighborhood provides the basic idea. Two
layers exist in which the presented (cells a) and learned patterns
(cells b) are stored. Between these layers interlayer-connections
(called dynamic links) are inserted in order to model a short-term
memory. Thus stable connections are established between simi-
lar patterns during the iteration process. Scene regions (so-called
blobs) are selected at random and matching regions in the model
layers are activated. A matching score using the relative frequency
of a simultaneous activation of two cells a and b, the coactivation
Cba, was developed. The model cells b are interpreted as the nodes
of a grid. The connections to neighboring neurons form the grid
edges. The node for a cell b is located at the center of gravity of
its Cba values with subsequent smoothing of the grid over neigh-
boring nodes. In Fig. 27.14 two resulting grids are depicted. The
matching score is derived from the degree of grid distortion. Two
geometrical methods were implemented: one using the variance of
the node distances, and one analyzing the orthogonality of the grid.
Both showed similar behavior. There are also local excitatoric and
global inhibitoric connections within the feature layers. The original
dynamic link algorithm had to be modified at several steps due to
the inherent similarity of all views within a sequence (see Fig. 27.13
for an exemplary sequence);
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Figure 27.13: Part of an exemplary object sequence.

a b

Figure 27.14: Coactivation grids derived from Dynamic Link Matching: a al-
most uniform grid; presented object could be matched; b distorted grid; pre-
sented object could not be matched.

• recording of temporal context: Through the temporal recording not
only the appearance of events but also the temporal relations to
each other should be encoded. Such an item and order encoding is
provided by the STORE architecture according to [16]. The network
stores past events and after a specific delay new events can exert
influence. One can directly feed the output to a long-term memory;

• object classification: For the classification of object sequences a
Gaussian ARTMAP network according to [17] is used. The network
is constituted of two ART subnetworksARTa, ARTb and a map field.
The sequence vectors delivered by the STORE network are fed into
the ARTa network. Within the networks object classes are repre-
sented by a Gaussian distribution. Every class i is described by M-
dimensional vectors, whereby the mean values µi and the standard
deviation σi together with an occurrence counter ni are stored. Af-
ter presenting the sequence vector to the network the classification
result can be read from the map field.

Experiments. The system was trained with three objects (similar toy
cars). For each object 25 single views were generated by rotating them
in 15° steps. At the end of the training phase the 75 training views were
classified in 55 almost evenly spread view classes. Figure 27.15 depicts
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a

b

c

Figure 27.15: Classification of an object sequence: a presented sequence;
b assigned view classes (note the two misclassifications at views 3 and 4);
c resulting correct object classes after applying the temporal recordings.

a presented, not learned view sequence together with the resulting view
classes. Here, the advantage of using the temporal context of object ap-
pearance is illustrated. Despite a misclassification the resulting object
assignment is always correct.

By incorporating several approaches known from the literature a
complete 3-D object recognition system was constructed. Its special
strength results from the integration of temporal relations into the ob-
ject representation. Further effort is necessary to use active vision ca-
pabilities, for example, attention mechanisms (see Section 27.5) and
figure-ground separation (see Section 27.4). Thus an autonomous reg-
istration of object sequences will be possible. A tight coupling with
tracking mechanisms (see Section 27.7) seems promising. More details
of the approach presented here can be found in Massad et al. [18].

27.7 Motion estimation and object tracking

The estimation of object motion from a sequence of images provides
essential information for an observer interacting with its environment.
The apparent motion of patterns in the image plane may result from
motion of objects in the scene, observer motion, or both. It can also be
influenced by the modification of lighting conditions, which, however,
should not further be considered here.



562 27 The Neural Active Vision System NAVIS

27.7.1 Displacement vector estimation

Methods for the estimation of velocity vector fields can be classified ac-
cording to the size of the region from which input data is obtained. Fol-
lowing this scheme, image-difference techniques depending on pixel-
sized regions have the smallest region of input. Methods using spa-
tiotemporal derivatives of an image sequence produce dense flow fields
that have the property of being less local, but certain assumptions on
spatiotemporal image changes must be made in order to find a unique
solution for the optical flow field [19, 20, 21].

A third category of feature-based techniques utilizes more complex
and therefore better distinguishable image features. They allow the de-
tection of larger object displacements as certain limitations concerning
the aperture problem can be eliminated. Structures in the image are
represented in an appropriate manner to obtain a unique parametriza-
tion of object features. Many approaches have been introduced so far
that use different features to generate object representations. A pop-
ular class of features consists of the corners of objects [22, 23] or line
segments [24]. Kories [25] and Koller [26] use a heuristically defined
feature extractor, the monotonicity operator, which separates the im-
age pixels into nine classes representing topological structures of the
gray-value function.

The approach presented here tries to merge simple features that
are associated with the same spatially extended structure into a single
parametrization describing this structure. A filtering process with a
set of Gabor filters with differing orientations and scales results in a
decomposition of the input image into a corresponding number of filter
responses (see Section 27.3). Because the real and imaginary part form
a quadrature filter pair the magnitude of the complex filter response
is invariant against translation. It can be considered as a measure for
the local energy of the input signal within a certain bandwidth and
orientation.

A comprehensive description of the underlying concepts and the
realization of the tracking module can be found in Springmann [27].

27.7.2 Correspondence analysis

The magnitude of the filter response serves as input for a dilatation
process that tries to combine all points belonging to a certain spatial
structure. First, a labeling process segments the spatial magnitude dis-
tribution into distinct clusters. For each cluster a set of parameters is
calculated. In particular, these are

• orientation;

• number of points;
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Figure 27.16: Computation of similarities: a components of a single feature
vector; b and c example for correspondence evaluation between feature vectors
for m = 3 and n = 4. Set A is represented by white circles; b state after the
first iteration step. All connections are labeled with the accompanying similarity
measure. Elements from B that have no or ambiguous connections are depicted
as gray circles. Thick arrows denote preliminary established correspondences;
c final result after applying the plausibility constraint. Feature vector b4 re-
mains unconnected.

• elongation; and

• coordinates of the center of gravity.

All parameters build up the components of a more complex fea-
ture vector attached to a certain cluster that serves as its identifier
(Fig. 27.16a). Hence, a feature vector must be unique in order to fa-
cilitate discrimination between image structures. It could be shown
in several experiments that the representation chosen in the foregoing
meets these requirements.

After transferring all image structures into feature vectors, they
have to be compared to those of a previously processed image by some
measure of similarity. Consider two frames A and B each contain-
ing a number of n or m structure elements, respectively. The vectors
ai, i = 1, ...,m and bj, j = 1, ...,n denote the feature vectors for struc-
ture element i or j, respectively. Then a similarity measure sij between
two feature vectors ai and bj should only be computed if both orienta-
tions are identical. For all other components of the feature vector the
similarity measure is computed as follows:

sij =


4∏
k=2

min(aik,bjk)
max(aik,bjk) , ai1 = bj1

0, otherwise

(27.9)

where aik and bjk denote the kth components of the feature vectors ai
and bj that form the two setsA and B computed from two subsequent
frames. If aik = bjk, the corresponding kth factor of the product term
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in the foregoing is one, otherwise the value lies in the interval [0 , 1)
depending on the ratio of both components. To determine unique cor-
respondences between the elements of A and B an iterative algorithm
is applied. First, each vector ai from A is matched against all vectors
bj from B (Fig. 27.16b). Two vectors ai and bj with maximal similarity
measure over all sij, j = 1, ...,m are marked as candidates for a pair of
corresponding feature vectors. After this first iteration step all vectors
from A are uniquely connected to a vector in B, but a certain vector
in B may have either none or multiple connections to elements in A
(Fig. 27.16b). This is in contradiction to a plausibility constraint that
states that a transformation from A into B has to be bijective (each
element from A can have at least one counterpart in B).

To avoid multiple linking only those feature vectors with the best
matching result remain connected. As a consequence, several vectors
from A are no longer connected to a vector in B and must be re-linked
in an additional iteration step. The algorithm stops if no elements from
A remain with multiple relations to B. As shown in Fig. 27.16c, this
scheme results in n−m unconnected vectors in B (if m< n).

27.7.3 Tracking process

The unique correspondence of feature vectors can be expressed in terms
of a motion vector field aligning structures in consecutive frames. The
difference of the centers of gravity in association with the similarity of
the feature vectors leads to a weighted motion field.

Figure-ground separation. The displacement of the moving object
can be extracted from this vector field. Separation into regions charac-
terized by uniform motion is performed by calculating a 2-D histogram
over all motion vectors. A set of features describing uniform motion
can be detected by searching the histogram for local maxima. One of
these sets represents the background motion induced by the egomotion
of the camera. Others correspond to moving objects characterized by
oriented structures.

The background motion can be computed from the previous camera
motion and the known inverse kinematics of the camera head. Hence,
the group of motion vectors belonging to the background can be identi-
fied. If there is a moving object in the observed region, as assumed here,
its motion is represented by a larger group of motion vectors different
from the background motion. Because the motion vectors associated
with a certain object and the appropriate centers of gravity in the cor-
responding feature vectors are known, the egomotion and position of
a moving object in the image plane can be calculated.
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Figure 27.17: Example for a tracking sequence (from upper left to lower right):
In the first frame the vehicle is detected as a moving object and is marked with
a cross. After an initial gaze shift it is centered in the image plane.

Object tracking. To center a selected object in the image plane the
camera has to compensate the expected object motion. Hence, a mo-
tion prediction has to estimate the kinematic state of an object in the
next frame by balancing the differences between the measured and es-
timated object state. This task is performed by a linear Kalman filter ,
as it represents an optimal filter minimizing the difference between the
measured and predicted system state over time. Linear Kalman filters
use an internal state representation of the moving object that is af-
fected by noise. Therefore, this type of filters needs an explicit motion
model that is assumed here to be a constantly accelerated motion.

If a moving object enters the observed region or the motion pre-
diction has failed, a correction saccade has to be performed. As a re-
sult, features can be displaced up to half the size of a frame, many
new features will appear, and others will vanish. Correspondence of
these features cannot be established instantly. Therefore the next cam-
era motion relies only upon the current state of the motion-prediction
process.

Experiments. Figure 27.17 shows a typical image sequence from a
tracking process. In the first frame the moving toy car appears at the
left border of the image in the tracking initialization phase by taking
two frames and computing the motion and center of gravity of the mov-
ing object. Then a gaze shift centers the object in the image plane. As
the camera follows the object the point of fixation is kept on the center
of the vehicle.
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Our tracking system uses complex features derived from image
structures to establish correspondences between subsequent frames.
Experiments have shown that this representation provides a reliable es-
timation of displacement vectors related to moving objects. At present,
more work has to be done on a more reliable and flexible motion seg-
mentation in the case of several moving objects. In the future, depth
cues from the stereo module will be used to distinguish between mov-
ing objects. In addition, the determination of a stable fixation point has
to be improved.

27.8 Conclusion

The active vision system presented here is inspired by visual informa-
tion processing as it can be observed in biological systems. NAVIS gath-
ers information from the environment that is interpreted and leads to
appropriate actions. These actions must be purposive in order to solve
certain tasks. A special behavior-control entity analyzes the informa-
tion provided by underlying processing units and is responsible for a
proper task scheduling. It can receive interrupts in order to enable re-
actions on exceptional events. Once a task has been selected the data
flow between subordinated units can be rearranged or additional units
can be included into data processing.

The chapter described the current state of the system. At the mo-
ment, the attention unit and the 2-D object recognition are already in-
corporated in an integrated system. The 3-D object recognition and
the tracking modules are momentarily working on a stand-alone basis
and will be added to the system in the near future. Further work will
concentrate on the implementation of more complex behaviors.
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28.1 Introduction

Digital image processing started almost four decades ago with rectifica-
tion and preprocessing of images from remote sensing and from medi-
cal applications for human interpretation. Processing time usually was
in the 1-h time range per image. For a long time, image processing was
confined to snapshot images because the data volume of 104 to 106

pixel per image and the relatively low processing speed of computers
up to the 1980s did not allow digital real-time video data processing.

Change detection in images attracted interest as data on the same
scene but temporally well apart became available; this was of interest
both for medical diagnosis and for military intelligence. Starting from
this background, the idea of motion recognition and vehicle control by
computer vision came about in the context of planetary rover vehicles
[1]. Initial test vehicles had only the camera on board, but the comput-
ers required remained in the laboratory; they typically needed a quarter
of an hour for image analysis. This was the state in the late 1970s, early
1980s [2]. The vehicles moved a short distance and had to wait, stand-
ing still as long as the image was analyzed. Each image was interpreted
from scratch.

At that time, Dickmanns, coming from the field of control engi-
neering, had the idea of developing machine vision from a different
paradigm. Instead of choosing a visually complex environment and
working with very low image frequencies (10−1 to 10−3 Hz) as usual
at that time in “artificial intelligence,” he decided to keep image fre-
quencies rather high (larger than 10 Hz) and visual complexity of the
scene to be handled correspondingly low. This low cycle time of 100
or fewer milliseconds (ms) would allow exploiting temporal and visual
continuity in the scene because only small changes had to be accommo-
dated. The change of location of the camera observing the scene was to
be modeled so that predictions would allow search space for the same
features to be reduced drastically.

Road scenes, especially roads built for high-speed driving, seemed
to be sufficiently simple visually for providing the first field of applica-
tion. The surfaces are smooth and well kept, and the lanes are marked
with bright colors for easy recognition by humans; in addition, in or-
der to keep the effect of acceleration levels on human passengers at
high speeds low, both horizontal and vertical curvatures are limited in
magnitude. The model for this type of road can easily be explained
mathematically. Because vehicles are massive bodies that do not jump
around but move steadily, their motion can be described by differential
equation constraints including the effects of control and perturbation
inputs.

All of this has lead to a completely different approach to machine
vision than those studied by researchers from the field of artificial intel-
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Figure 28.1: Two-axis platform of Universität der Bundeswehr München (UBM)
for viewing direction control from 1984.

ligence. Recursive estimation based on incomplete measurement data,
developed in the 1960s for trajectory determination in aerospace appli-
cations, was well established in the engineering disciplines at that time.
These methods have been extended to image-sequence processing for
full state reconstruction in 3-D space and time at the Universität der
Bundeswehr München (UBM). The method obtained had been dubbed
“4-D approach,” in contrast to the 2-D, 2 1/2-D, and 3-D methods un-
der discussion then, disregarding time as the fourth independent vari-
able in the problem domain. The numerical efficiency and compactness
in state representation of recursive estimation, which directly allowed
control applications for generating behavioral capabilities, finally led to
its widespread acceptance in the community dealing with autonomous
vehicles (mobile robots) [3, 4, 5, 6, 7, 8].

28.1.1 Active vision

In the vision community, where 2-D image processing and the aspects of
pure computational vision prevailed, many researchers remained skep-
tical of the recursive estimation approach. In the mid-1980s, it was re-
alized by some researchers that accepting images for analysis just as
they were obtained by chance, probably was not the most effective way
to proceed. The “active vision” paradigm proposed by Bajcsy [9], Aloi-
monos [10], and Ballard [11] recommended adjusting image acquisition
and parameter setting according to the task to be solved, especially, if
image sequences were to be taken. A survey is given in Terzopoulos
and Metaxas [12].

At UBM, a platform for active viewing direction control had been
included from the very beginning when designing the test vehicle Va-
MoRs in 1984/1985. Because no suitable system could be found on
the market, the first custom-made system of UBM was developed (see
Fig. 28.1). The first applications were to steer gaze direction according
to road curvature in order to keep the road at the desired lookahead
range centered in the tele-image.
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Next, in the early 1990s inertial rate sensors were added on the plat-
form. Feeding the negative angular rate signal to the motor allowed sta-
bilizing the viewing direction inertially despite the pitching moments
during braking and acceleration maneuvers. Visual fixation of laterally
positioned traffic signs with the telelens while approaching them was
the application to follow [13]. The sign was picked up and tracked ini-
tially by a wide angle lens of a bifocal vision system; then a saccade of
about 20° and a total duration of half a second was performed to center
the sign for a moment in the tele-image only for a stabilized snapshot.
This image was then passed on for analysis to a special processor, and
the viewing direction was returned to the road section of interest.

In aeronautical applications such as on-board autonomous landing
approaches, the viewing direction was controlled such that the landing
strip was kept centered in the tele-image; angular perturbations from
wind gusts were compensated for by negative inertial rate feedback.
This direct interaction with inertial sensors turned out to be very ben-
eficial and has led to what has been dubbed “dynamic vision.”

28.1.2 Dynamic vision

Dynamic vision is the most general form of vision in scenes with sev-
eral moving objects including the body carrying the camera set. There
may or may not be a stationary background, but there are other mov-
ing objects in addition to the ego-vehicle. The motion of all of these
objects may be partly intended, but partly due to unavoidable pertur-
bations, such as pitching and rolling (banking) motion components for
cars from an uneven surface, for ships from waves, or for aircraft from
wind gusts. Under these conditions, joint inertial and visual sensing
has several advantages:

1. The inertial sensor signals have almost no time delay as compared
to several hundred milliseconds for image evaluation.

2. The sampling frequency is in the kilohertz range today, much higher
than the 25-(or 30-) Hz standard video rate; this allows much faster
response to perturbations.

3. The inertially sensed data correspond to accelerations (in the trans-
lational degrees of freedom (DOF)) and to angular rates (in the rota-
tional DOF); these signals have a lead time relative to positions and
angular orientations that are the second and first integrals of the
former ones.

4. If there is no stationary background object in the scene, it is im-
possible to make a distinction between ego-motion and object mo-
tion only by vision. Inertial sensing is affected by ego-motion only;
therefore, joint inertial and visual sensing provides a qualitatively
different perception capability for active subjects.
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5. Under strong ego-motion, especially with large angular rates, mo-
tion blur deteriorates the quality of images; inertial stabilization
alleviates the vision task by taking this ego-motion component out
of the image data stream, at least for certain periods when the eye
can move freely.

In order to make sense of jointly acquired inertial and visual data
with different sampling rates and time delays as well as on different
temporal integration levels, good temporal models have to be available
in the interpretation process. It is exactly this information that is pro-
vided by the dynamic models underlying recursive estimation. Note
that the same models are used in simulation for reproducing or fore-
casting system responses to control and to perturbation inputs. In con-
trol engineering, this knowledge is exploited to design feedback loops
with prescribed response characteristics.

These temporal models of motion processes allow perceiving an ex-
tended presence, not just the state of objects at the point “now” on the
time scale; this is of great importance for understanding the temporal
aspects of a scene changing dynamically. Once this temporal dimen-
sion is represented in the perception process, its scale may be adjusted
in order to be able to deal with processes of different extensions. Typ-
ically, for human perception and actions there are the notions of dif-
ferent time scales: 1) momentary events (duration: “an eye blink”); 2)
maneuver elements (in the order of a second); 3) maneuvers (consisting
of several maneuver elements) that perform a certain state change by
typical control time histories; 4) mission elements; and 5) missions as
one coherent chain of activities for achieving some goal. In addition,
there are the natural time scales of days, years, and a life span, etc.

Thus, dynamic vision views the actual situation in a larger temporal
context; various (heterogeneous) sensor signals are interpreted jointly
exploiting the notion of time integrals and of terms defined in the time
domain such as frequencies and time constants for typical linear sys-
tems dynamics. Delay times and precise spacing of events on the time
scale are equally important for dynamic systems and their control.

28.1.3 Simultaneous representations on differential and multiple
integral scales

For complex dynamical scenarios, inertial sensing in addition to vision
is of great help; negative angular rate feedback to a viewing direction
control device allows stabilizing the appearance of stationary objects
in the image sequence. Measured accelerations and velocities will, via
temporal signal integration, yield predictions for translational and ro-
tational positions affecting the perspective mapping process. These
predictions are good in the short run, but may drift slowly in the long
run, especially when inexpensive inertial sensors are used.
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Figure 28.2: Differential and integral representations on different scales for
dynamic perception.

These drifts, however, can easily be compensated by visual interpre-
tation of static scene elements. The different time delays in the differ-
ent signal pathways have to be taken into account in order to arrive at
a consistent scene interpretation.

Combined use of inertial and visual sensing is well known from bi-
ological systems, for example, the vestibular apparatus and its inter-
connections to eyes in vertebrates. (Perturbations in this coordinated
signal interpretation are conjectured to cause nausea in humans, both
on boats and in motion simulators disregarding proper coordination.)
In order to make optimal use of inertial and visual signals, both differ-
ential and integral representations on different scales in space and time
are exploited simultaneously. Figure 28.2 shows the five categories in-
troduced: local points and differentials as well as local, extended local,
and global integrals. The upper left corner represents the point “here
and now” in space and time where all interactions of a sensor or an
actuator with the real world take place. Inertial sensors yield informa-
tion on local accelerations (arrow 1 from field (1,1) to field (3,3) in the
table) and turn rates of this point. Within a rigid structure of an object
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the turn rates are the same all over the body; therefore, the inertially
measured rate signals (arrow 2 from field (3,1) to (3,3)) are drawn on
the spatial object level (row 3).

The local surface of a structure may be described by the change of
its tangent direction along some arc length; this is called curvature and
is an element of local shape. It is a geometrical characterization of this
part of the object in differential form; row 2 in Fig. 28.2 represents
these local spatial differentials that may cause specific edge features
(straight or curved ones) in the image under certain aspect conditions.

Single objects are considered to be local spatial integrals (repre-
sented in row 3 of Fig. 28.2), the shapes of which are determined by
their spatial curvature distributions on the surface. In connection with
the aspect conditions and the photometric properties of the surface
they determine the feature distribution in the image. Because, in gen-
eral, several objects may be viewed simultaneously, these arrangements
of objects of relevance in a task context, called “geometrical elements
of a situation,” also are perceived and taken into account for behavior
decision and reactive control. For this reason, the visual data input
labeled by the index 3 at the corresponding arrows into the central
interpretation process (field (3,3)) has three components: 3a) for mea-
sured features not yet associated with an object, the so-called detection
component; 3b) the object-oriented tracking component with a strong
predictive element for efficiency improvement; and 3c) the perception
component for the environment that pre-shapes the maneuver space
for the self and all the other objects. From this viewpoint, vision simul-
taneously provides geometrical information both on differential (row 2)
and integral scales (rows: 3 for single objects, 4 for local maneuvering,
and 5 for mission performance).

Temporal change is represented in column 2, which yields the corre-
sponding time derivatives to the elements in the column to the left. Be-
cause of noise amplification associated with numerical differentiation
of high-frequency signals ( d/dt(A sin(ωt)) = Aω cos(ωt)), this oper-
ation is usable only for smooth signals, such as for computing speed
from odometry; especially, it is avoided deliberately to do optical flow
computation at image points. Even on the feature level, the operation
of integration with a smoothing effect, as used in recursive estimation,
is preferred.

In the matrix field (3,2) of Fig. 28.2, the key knowledge elements and
the corresponding tools for sampled data processing are indicated. Due
to mass and limited energy availability, motion processes in the real
world are constrained. Good models for unperturbed motion of ob-
jects belonging to specific classes are available in the natural and the
engineering sciences, which represent the dependence of the temporal
rate of change of the state variables on both the state and the control
variables. These are the so-called “dynamical models.” For constant
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control inputs over the integration period, these models can be inte-
grated to yield difference equations, which link the states of objects in
column 3 of Fig. 28.2 to those in column 1, thereby bridging the gap of
column 2. In control engineering, methods and libraries with computer
codes are available to handle all problems that arise. Once the states
at one point in time are known these models deliver the correspond-
ing time derivatives that are used instead of numerical derivatives of
measured data.

Recursive estimation techniques developed since the 1960s exploit
this knowledge by making state predictions over one cycle disregarding
perturbations. Then, the measurement models are applied yielding pre-
dicted measurements. In the 4-D approach, these are communicated to
the image-processing stage in order to improve image-evaluation effi-
ciency (arrow 4 from field (3,3) to (3,1) in Fig. 28.2 on the object level,
and arrow 5 from (3,3) to (2,3) on the feature extraction level). A com-
parison with the actually measured features then yields the prediction
errors used for state update.

In order to better understand what is going to happen on a larger
scale, these predictions may be repeated several to many times very
rapidly in advance simulation assuming likely control inputs. For stereo-
typical maneuvers such as lane changes in road vehicle guidance, a
finite sequence of “feedforward” control inputs is known to have a
longer-term state-transition effect. These are represented in field (4,4)
of Fig. 28.2 and by arrow 6; Section 28.4.8 will deal with these problems.

For the compensation of perturbation effects, direct state feedback
well known from control engineering is used. With linear systems the-
ory, eigenvalues and damping characteristics for state transition of the
closed-loop system can be specified (field (3,4) and row 4 in Fig. 28.2).
This is knowledge also linking differential representations to integral
ones; low-frequency and high-frequency components may be handled
separately in the time or in the frequency domain (Laplace transform)
as usual in aerospace engineering. This is left open and indicated by
the empty row and column in Fig. 28.2.

The various feedforward and feedback control laws that may be
used in superimposed modes constitute behavioral capabilities of the
autonomous vehicle. If a sufficiently rich set of these modes is avail-
able, and if the system is able to recognize situations when to acti-
vate these behavioral capabilities with parameters for achieving mis-
sion goals, the capability for autonomous performance of entire mis-
sions is given. This is represented by field (n,n) (lower right) and will
be discussed in Sections 28.4.8–28.6. Essentially, mission performance
requires proper sequencing of behavioral capabilities in the task con-
text; with corresponding symbolic representations on the higher, more
abstract system levels, an elegant symbiosis of control engineering and
AI-methods can thus be realized.
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28.2 Application areas discussed

Though the approach to dynamic vision is very general and has been
adapted to other task domains also, only road and air-vehicle guidance
will be discussed here.

28.2.1 Road vehicles

The most well-structured environments for autonomous vehicles are
freeways with limited access (high-speed vehicles only) and strict reg-
ulations for construction parameters such as lane widths, maximum
curvatures and slopes, on- and off-ramps, no same level crossings. For
this reason, even though vehicles may be driven at high speeds, usually,
freeway driving was selected as the first task domain for autonomous
vehicle guidance by our group in 1985.

Six perceptual and behavioral capabilities are sufficient for naviga-
tion and mission performance on freeways: 1) lane recognition and lane
following with adequate speed; 2) obstacle recognition and proper reac-
tion, for example, transition into convoy driving or stopping; 3) recog-
nition of neighboring lanes, their availability for lane change, and lane-
changing performance; 4) reading and obeying traffic signs; 5) reading
and interpreting navigation information, including proper lane selec-
tion; and 6) handling of entries and exits.

On well-kept freeways it is usually not necessary to check surface
structure or to watch for humans or animals entering from the side.
Nonetheless, safe reaction to unexpected events must be required for
a mature autonomous system. On normal state roads the variability
of road parameters and of traffic participants is much larger; espe-
cially, the same level crossings and oncoming traffic increase the rel-
ative speed between objects, thereby increasing hazard potential even
though traveling speed may be limited to a much lower level. Bicyclists
and pedestrians as well as many kinds of animals are normal traffic
participants. In addition, lane width may be less on the average, and
surface state may well be poor on lower-order roads, for example, pot-
holes, especially in the transition zone to the shoulders of the roads.

In urban traffic , the situation may be even worse with respect to
crowdedness and crossing of subjects. These latter-mentioned envi-
ronments are considered to be not yet amenable to autonomous driving
because of scene complexity and computing performance required.

However, driving on minor roadways with little traffic, even without
macadam or concrete sealing, has been started for research purposes in
the past, and may soon be performed safely with the increasing comput-
ing power currently becoming available. If it is known that the ground
will support the vehicle, even cross-country driving can be done includ-
ing obstacle avoidance. However, if compared to human capabilities
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in these situations, there is still a long way to go until autonomous
systems can compete.

28.2.2 Air vehicles

As compared to ground vehicles with three degrees of freedom (DOF),
full 6 DOF are available for trajectory shaping here. In addition, due to
air turbulence and winds, the perturbation environment may be much
more severe than on roads. For this reason, inertial sensing is con-
sidered mandatory in this task domain. In addition, visual navigation
guidelines such as lanes on roads are not available once the aircraft is
airborne at higher altitudes. Microwave and other electronic guidelines
have been established instead.

Vision allows the pilot or an autonomous aircraft to navigate relative
to certain landmarks; the most typical task is the landing approach to
a prepared runway for fixed-wing aircraft, or to the small landing site
usually marked by the capital letter H for a helicopter. These tasks have
been selected for initial demonstrations of the capabilities of aircraft
with the sense of vision. Contrary to other electronic landing aids such
as instrument landing systems ILS or microwave landing systems MLS,
machine vision also allows the detection of obstacles on the runway,
the determination of motion, and how to react in a proper manner.

For flights close to the Earth surface, terrain formations may be rec-
ognized as well as buildings and power lines; thus, obstacle avoidance
in nap-of-the-earth flights is a natural extension of this technique for
unmanned air vehicles, both with fixed wings and for helicopters. For
the latter, the capability of recognizing structures or objects on the
ground and of hovering in a fixed position relative to these objects
despite disturbances, will improve rescue capabilities and delivery per-
formance. Motion control for fixed-wing aircraft and for helicopters
differs greatly. However, by the use of proper dynamical models and
control laws it has been shown that the 4-D approach allows each craft
to be turned into an autonomous agent capable of fully automatic mis-
sion performance.

28.3 Sensory information used

As has been pointed out in Section 28.1.3, inertial information from an
ego-body is crucial to understanding highly dynamic complex scenes
in which it is one among several other moving objects. Without this
information, in strongly perturbed environments situations sometimes
could not be handled by vision alone.

The extremely high data rates of image sequences are both an advan-
tage (with respect to versatility in acquiring new information on both
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Figure 28.3: Binocular camera arrangement of VaMP.

environment and on other objects/subjects) and a disadvantage (with
respect to computing power needed and delay time incurred until the
information has been extracted from the data).

28.3.1 Conventional sensors

For ground vehicles, odometers, tachometers as well as sensors for
positions and angles of subparts such as actuators and pointing de-
vices are commonplace. For aircraft, pressure-measurement devices
yield information on speed and altitude. Here, inertial sensors such as
accelerometers, angular rate and vertical as well as directional gyros
are standard. Evaluating this information in conjunction with vision
considerably alleviates image-sequence processing. Based on the expe-
rience gained in air-vehicle applications, the inexpensive inertial sen-
sors such as accelerometers and angular rate sensors, have also been
adopted for road vehicles, because of their beneficial and complemen-
tary effects relative to vision. Part of this has already been discussed
in Section 28.1.3 and will be detailed in the following.

28.3.2 Vision sensors

Because of the large viewing ranges required, a single camera as vision
sensor is by no means sufficient for practical purposes. In the past,
bifocal camera arrangements (see Fig. 28.3) with a wide angle (about
45°) and a telecamera (about 15° aperture) mounted relative to each
other on a two-axis platform for viewing direction control have been
used. In future systems, trinocular camera arrangements with a wide
simultaneous field of view (> 100°) from two divergently mounted wide-
angle cameras and a 3-chip color charge coupled device (CCD) camera
will be used [14]. For high-speed driving on German Autobahnen, even
a fourth camera with a relatively strong telelens will be added allowing
lane recognition at a distance of several hundred meters. Cameras with
large focal lengths will have to be stabilized inertially. All these data
are evaluated 25 times/s, the standard European video rate.
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28.3.3 Global positioning system (GPS) sensor

For landmark navigation in connection with maps a global positioning
system (GPS) receiver has been integrated into the system in order to
have sufficiently good initial conditions for landmark detection. Even
though only the least accurate selective availability mode is being used,
in connection with inertial sensing and map interpretation good accu-
racy can be achieved after some period of operation; GPS signals are
available only once every second in the system used. Global position in
geographic coordinates allows tapping into databases for geographic
information systems (GIS) including visual landmarks.

28.4 Dynamic perception: The 4-D approach exploiting
spatiotemporal models

Since the late 1970s, observer techniques as developed in systems dy-
namics [15] have been used at UBM in the field of motion control by
computer vision [16, 17]. In the early 1980s, Wünsche did a thorough
comparison between observer- and Kalman filter [18] realizations in
recursive estimation applied to vision for the original task of balancing
an inverted pendulum on an electrocart by computer vision. Since then,
refined versions of the extended Kalman filter (EKF) with numerical sta-
bilization (UDUT -factorization, square root formulation) and sequential
updates after each new measurement have been applied as standard
methods to all dynamic vision problems at UBM [19, 20].

The experience gained in the fields of “satellite docking,” “road vehi-
cle guidance” and “on-board autonomous aircraft landing approaches”
by machine vision, in the mid-1980s led to the conclusion that the joint
use of dynamical models and temporal predictions for several aspects
of the overall problem was key to achieving a quantum jump in the
performance level of autonomous systems.

In addition to the state estimation for the physical objects observed
and control computation based on these estimated states, it was the
feedback of knowledge thus gained to image feature extraction and to
the feature aggregation level, which allowed for an increase in efficiency
of image-sequence evaluation of one to two orders of magnitude. (See
Fig. 28.4 for a graphical overview.)

Following state prediction, the shape and the measurement models
were exploited for determining:

• viewing direction control by pointing the two-axis platform carrying
the cameras;

• locations in the image where information for the easiest, nonambig-
uous, and accurate state estimation could be found (feature selec-
tion);
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Figure 28.4: Multiple feedback loops on different space scales for efficient
scene interpretation and behavior control: control of image acquisition and -
processing (lower left corner), 3-D “imagination”-space in upper half; motion
control (lower right corner).

• the orientation of edge features that allowed the reduction of the
number of search masks and directions for robust yet efficient and
precise edge localization;

• the length of the search path as function of the actual measurement
uncertainty;

• strategies for efficient feature aggregation guided by the idea of the
“Gestalt” of objects; and

• the Jacobian matrices of first-order derivatives of feature positions
relative to state components in the dynamical models that contain
rich information for interpretation of the motion process in a least
squares error sense, given the motion constraints, the features mea-
sured, and the statistical properties known.

This integral use of

1. dynamical models for motion of and around the center of gravity
taking actual control outputs and time delays into account;

2. 3-D shape models for specifying visually measurable features;

3. the perspective mapping models; and

4. prediction error feedback for estimation of the object state in 3-D
space and time simultaneously and in closed-loop form
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has been termed the “4-D approach.” It is far more than a recursive es-
timation algorithm based on some arbitrary model assumption in some
arbitrary subspace or in the image plane. It is estimated from a scan
of recent publications in the field that even today most of the papers
referring to “Kalman filters” do not take advantage of this integrated
use of spatiotemporal models based on physical processes.

Initially, in our applications only the ego-vehicle has been assumed
to be moving on a smooth surface or trajectory with the cameras fixed
to the vehicle body. In the meantime, solutions to rather general sce-
narios are available with several cameras spatially arranged on a plat-
form, which may be pointed by voluntary control relative to the vehicle
body. These camera arrangements allow a wide simultaneous field of
view, a central area for trinocular (skew) stereo interpretation, and a
small area with high image resolution for “television”. The vehicle may
move in full 6 degrees of freedom; while moving, several other objects
may move independently in front of a stationary background. One of
these objects may be “fixated” (tracked) by the pointing device using
inertial and visual feedback signals for keeping the object (almost) cen-
tered in the high-resolution image. A newly appearing object in the
wide field of view may trigger a fast viewing direction change such that
this object can be analyzed in more detail by one of the telecameras.
This corresponds to “saccadic” vision as known from vertebrates and
allows considerably reduced data rates for a complex sense of vision.
It essentially trades the need for time-sliced control of attention and
sampled-data-based scene reconstruction against a reduction in data
rate of 1 to 2 orders of magnitude, as compared to full resolution in
the entire simultaneous field of view.

The 4-D approach lends itself for this type of vision because both
object-orientation and the temporal (“dynamical”) models are available
in the system already. This complex system design for dynamic vision
has been termed EMS-vision (from Expectation-based, Multifocal and
Saccadic); it is actually being implemented with an experimental set
of four miniature TV cameras on a two-axis pointing platform called
“Multifocal active/reactive Vehicle Eye,” MarVEye [14].

In the rest of the chapter, major developmental steps in the 4-D ap-
proach over the last decade and the results achieved will be reviewed.
As an introduction, in the next section a summary of the basic assump-
tions underlying the 4-D approach is given.

28.4.1 Basic assumptions underlying the four-dimensional
approach

It is the explicit goal of this approach to take, as much as possible, ad-
vantage of physical and mathematical models of processes occurring
in the real world. Models developed in the natural sciences and in engi-
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neering over the last centuries, in simulation technology and in systems
engineering (decision and control) over the last decades form the basis
for computer-internal representations of real-world processes:

1. the (mesoscopic) world observed occurs in 3-D space and time as
the independent variables; nonrelativistic (Newtonian) models are
sufficient for describing these processes;

2. all interactions with the real world occur “here and now,” at the lo-
cation of the body carrying special input/output devices; especially,
the locations of the sensors (for signal or data input) and of the
actuators (for control output) as well as those body regions with
strongest interaction with the world (as, for example, the wheels of
ground vehicles) are of highest importance;

3. efficient interpretation of sensor signals requires background knowl-
edge about the processes observed and controlled, that is both its
spatial and temporal characteristics. Invariants for process under-
standing may be abstract model components not obtainable at one
point in time; similarly,

4. efficient computation of (favorable or optimal) control outputs can
only be done taking complete (or partial) process models into ac-
count; control theory provides the methods for fast and stable re-
actions;

5. wise behavioral decisions require knowledge about the longer-term
outcome of special feedforward or feedback control modes in cer-
tain situations and environments; these results are obtained from
integration of the dynamical models. This may have been done be-
forehand and stored appropriately, or it may be done on the spot if
analytical solutions are available or numerical ones can be derived
in a small fraction of real time as has become possible now with the
increasing processing power available. Behaviors are generated by
triggering the modes available from step 4 in the foregoing.

6. situations are made up of arrangements of objects, other active sub-
jects, and of the original goals pursued; therefore

7. it is essential to recognize single objects and subjects, their relative
state, and for the latter also, if possible, their intentions in order
to be able to make meaningful predictions about the future devel-
opment of a situation (which is needed for successful behavioral
decisions);

8. as the term re-cognition indicates, in the usual case it is assumed
that the objects seen are (at least) generically known already. Only
their appearance here (in the geometrical range of operation of the
senses) and now is new; this allows a fast jump to an object hypothe-
sis when first visual impressions arrive through sets of features. Ex-
ploiting background knowledge, the model-based perception proc-
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ess has to be initiated. Free parameters in the generic object models
may be determined efficiently by attention control and the use of
special algorithms and behaviors;

9. in order to be able to do Step 8 efficiently, knowledge about “the
world” has to be provided in the context of “task domains” in which
likely co-occurrences are represented. In addition, knowledge about
discriminating features is essential for correct hypothesis genera-
tion (indexing into the object database);

10. most efficient descriptions of objects (object classes) are usually
done by invariants in 3-D space (for shape) and time (for motion
constraints or stereotypical motion sequences). Modern micropro-
cessors are sufficiently powerful to compute the visual appearance
of an object under given aspect conditions in an image (in a single
one, or even in several ones with different mapping parameters in
parallel) at runtime. They are even powerful enough to numerically
compute the Jacobian matrices for sensor/object pairs of features
evaluated with respect to object state or parameter values; this al-
lows a very flexible general framework for recursive state and pa-
rameter estimation. The inversion of perspective projection is thus
reduced to a least squares model fit once the recursive process has
been started. The underlying assumption here is that local lineariza-
tions of the overall process are sufficiently good representations of
the nonlinear real process; for high evaluation rates such as video
frequency (25 or 30 Hz) this is usually the case;

11. in a running interpretation process of a dynamic scene, newly ap-
pearing objects will occur in restricted areas of the image such that
bottom-up search processes may be confined to these areas. Passing
cars, for example, always enter the field of view from the side just
above the ground; a small class of features allows detecting them
reliably. Subjects, that is, objects with the capability of self-induced
generation of control actuation, are characterized by typical (some-
times stereotypical, that is, predictive) motion behavior in certain
situations. This may also be used for recognizing them (similar to
shape in the spatial domain); note that many animal species rec-
ognize (dangerous) objects mainly through their motion behavior;
and

12. the same object/subject may be represented internally at different
scales with various degrees of detail ; this allows flexible and efficient
use in changing contexts (e.g., as a function of distance or degree of
attention).
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Figure 28.5: Survey on the 4-D approach to dynamic machine vision with three
major areas of activity: object detection (central arrow upwards); tracking and
state estimation (recursive loop in lower right); and learning (loop in center top).
The latter two are driven by prediction error feedback.

28.4.2 Cybernetic structure of the four-dimensional approach

Figure 28.5 shows the three main activities running in parallel in an
advanced version of the 4-D approach:

1. Detection of objects from typical collections of features not yet as-
signed to some object already tracked (center left, upward arrow).
When these feature collections are stable over several frames, an
object hypothesis has to be formed, and the new object is added
to the list of those that have been regularly tracked (arrow to the
right).

2. Tracking of objects and state estimation is shown in the loop to the
lower right in Fig. 28.5; first, with the control output chosen, a sin-
gle step prediction is done in 3-D space and time, the “imagined real
world.” This step consists of two components, a) the “where”-signal
path concentrating on progress of motion in both translational and
rotational degrees of freedom, and b) the “what”- signal path deal-
ing with object shape. (In order not to overburden the figure these
components are not shown.)

3. Learning from observation is done with the same data as for track-
ing; however, this is not a single step loop but rather a low frequency
estimation component concentrating on “constant” parameters, or
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it is even an off-line component with batch processing of stored
data. This is currently a major activity in code development, which
will help the architecture become more autonomous in new task do-
mains as system experience grows. Both dynamical models (for the
“where”-part) and shape models (for the “what”-part shall be learn-
able.

Another component under development but not detailed in Fig. 28.5
is situation assessment and behavior decision; this will be discussed in
Section 28.4.8.

28.4.3 Generic four-dimensional object classes

The efficiency of the 4-D approach to dynamic vision is achieved by
associating background knowledge about classes of objects and their
behavioral capabilities in 3-D space and time with the data input. This
knowledge is available in generic form; this means that structural in-
formation typical for object classes is fixed while specific parameters
in the models have to be adapted to the special case at hand. Motion
descriptions for the center of gravity (the translational object trajec-
tory in space) and for rotational movements, both of which together
form the so-called “where”-problem are separated from shape descrip-
tions, called the “what”-problem. Typically, summing and averaging of
feature positions is needed to solve the “where”-problem while differ-
encing feature positions contribute to solving the “what”-problem.

Motion description. Possibilities for object trajectories are so abun-
dant that they cannot be represented with reasonable effort. However,
good models are usually available to describe their evolution over time
as a function of the actual state, the control and the perturbation inputs.
These so-called “dynamical models,” usually, are sets of nonlinear dif-
ferential equations (ẋ = f (x,u,v′, t)) with x as the n-component state
vector, u as r -component control vector, and v′ as perturbation input.

Through linearization around a nominal trajectoryxN(t), locally lin-
earized descriptions are obtained which can be integrated analytically
to yield the (approximate) local transition matrix description for small
cycle times T

x[(k+ 1)T] = Ax[kT]+ Bu[kT]+ v[kT] (28.1)

The elements of the matrices A and B are obtained from

F(t) = ∂f/∂x|N and G(t) = ∂f/∂u|N
by standard methods from systems theory.
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Usually, the states cannot be measured directly but through the
output-variables y given by

y[kT] = h(x[kT],p, kT)+w[kT] (28.2)

where hmay be a nonlinear mapping (see in the following), p are map-
ping parameters and w represents measurement noise. The measure-
ments y contain the feature measurements in the 2-D image (like edge
localization to subpixel accuracy) and, for the ego-body, data from in-
ertial sensors.

On the basis of Eq. (28.1) a distinction between “objects” proper and
“subjects” can be made: If there is no dependence on controls u in the
model, or if thisu(t) is input by another agent the term “object” is used,
controlled by a subject in the latter case. If u[kT] may be activated
by some internal activity within the object, be it by preprogrammed
outputs or by results obtained from processing of measurement data,
the term “subject” is chosen.

Shape and feature description. With respect to shape, objects and
subjects are treated in the same fashion. Only rigid objects and objects
consisting of several rigid parts linked by joints have been treated; for
elastic and plastic modeling see [12, 21]. Because objects may be seen
at different ranges, appearance may vary considerably in size. At large
ranges the 3-D shape of the object is usually of no importance to the
observer, and the cross section seen contains most of the information
for tracking. However, this cross section depends on the angular as-
pect conditions; therefore, both coarse-to-fine and aspect-dependent
modeling of shape is necessary for efficient dynamic vision. This will
be discussed briefly for the task of perceiving road vehicles as they
appear in normal road traffic.

• Coarse-to-fine shape models in 2-D: Seen from behind or from the
front at a large distance, any road vehicle may be adequately de-
scribed by its encasing rectangle. This is convenient as this shape
has just two parameters, width b and height h. Absolute values
of these parameters are of no importance at larger distances; the
proper scale may be inferred from other known objects seen, such
as road or lane width at that distance. Trucks (or buses) and cars can
easily be distinguished. Experience shows that the upper boundary,
and thus the height of the object, may be omitted without loss of
functionality. Reflections in this spatially curved region of the car
body together with varying environmental conditions may make re-
liable tracking of the upper body boundary very difficult). Thus, a
simple U-shape of unit height (about 1 m turned out to be practical)
seems to be sufficient until 1- to 2-dozen pixels can be found on a
line crossing the object in the image. Depending on the focal length
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a b c

Figure 28.6: Coarse-to-fine shape model of a car in rear view: a encasing rect-
angle (U-shape); b polygonal silhouette; c silhouette with internal structure.

used, this corresponds to different absolute distances. Figure 28.6a
shows this shape model. If the object in the image is large enough
so that details may be distinguished reliably by feature extraction,
a polygonal shape approximation as shown in Fig. 28.6b or even
with internal details (Fig. 28.6c) may be chosen. In the latter case,
area-based features like the license plate, the tires or the signal light
groups (usually in yellow or reddish color) may allow more robust
recognition and tracking.

If the view is from an oblique direction, the depth dimension
(length of the vehicle) comes into play. Even with viewing condi-
tions slightly off the axis of symmetry of the observed vehicle, the
width of the car in the image will start increasing rapidly because
of the larger length of the body and the sine-effect in mapping. It is
usually impossible to determine the lateral aspect angle and body
width and length simultaneously from visual measurements; there-
fore, switching to the body diagonal as a shape representation has
proven to be much more robust and reliable in real-world scenes
[22].

Just for tracking and relative state estimation, taking one of the
vertical edges of the lower body together with the lower boundary of
the object body has proven to be sufficient in most cases [23]. This,
of course, is domain specific knowledge, which has to be introduced
when specifying the features for measurement in the shape model.

In general, modeling of measurable features for object recogni-
tion has to be dependent on aspect conditions. Experience demon-
strates that area-based features should play an important role in
robust object tracking. Initially, this has been realized by observing
the average gray value on the vehicle-side of edge features detected;
with more computing power available, color profiles in certain cross
sections yield improved performance. A special algorithm has been
developed for this purpose. Figure 28.7 shows its application for
tracking a car by locking onto intensity or color profiles; the results
of the vertical and the horizontal cross sections are interpreted in
conjunction, and the search stripes Vi, Hi position each other con-
secutively depending on the last results. If range changes, the ex-
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Figure 28.7: Tracking of a car with intensity profiles in five cross sections (two
horizontal and three vertical) centering each other mutually.

tension of the profile also changes; the normalized profile, however,
remains the same. This collection of profiles measured in a specific
way is treated as a complex feature of this object under these as-
pect conditions. Provided that computing power is adequate, areas
segmented with respect to color or texture will be the long-term
solution.

• Full 3-D models with different degrees of detail : Similar to the 2-
D rear silhouette, different models may also be used for 3-D shape.
The one corresponding to Fig. 28.6a is the encasing box with perpen-
dicular surfaces; if these surfaces can be easily distinguished in the
image, and the separating edge can be measured precisely, good es-
timates of the overall body dimensions may be obtained from small
image sizes. As space limits details here, the interested reader is
referred to Schick [24], Schick and Dickmanns [25], and Schmid [22]
where polyhedral models of road vehicles are treated.

28.4.4 Image feature extraction

Two classes of feature extraction algorithms are used: oriented edge
features extracted by ternary mask correlation in horizontal or vertical
search paths (a rather old component); and area-based segmentations
of “stripes” of certain widths, arbitrarily oriented in the image plane (a
new one, labeled Tij in Fig. 28.8).

Intelligent control of the locations of application and of the most
favorable parameters of these algorithms is essential for efficient track-
ing. In the 4-D approach, these parameters are set by predictions for
the object state at the next sampling point in time based on the spa-
tiotemporal models: the 3-D shape model, the relative position and ori-
entation to the camera, and application of perspective mapping. From
Fig. 28.8 it may be seen that a small percentage of image data properly
analyzed allows objects to be tracked reliably and precisely when used
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Figure 28.8: Intelligent control of image feature extraction parameters in the
algorithms CRONOS (for edges, marked with a window label Eij ) and “Triangle”
(labeled Tij , large rectangles with broken lines) for efficient object tracking and
state estimation in the 4-D approach.

in a tight bottom-up and top-down loop traversed frequently (25 Hz);
this has to be seen in connection with the feedback loops of Fig. 28.4.

The information for sizing of the image areas to be evaluated and
the search path lengths is derived from the statistics observed in the
recursive estimation process.

K(C)RONOS for efficient edge feature extraction. Based on previous
experience of [26, 27] for the “BVV”-image sequence processing sys-
tems (see Dickmanns and Graefe [28] for reference), for the transputer
systems of the early 1990s a very general edge feature extraction rou-
tine KRONOS has been developed in the transputer language “Occam”
[29]. With transition to general PC type processors this code has been
translated to C and C++ and improved further; this version has been
dubbed CRONOS [30].

Basic parameters of this efficient edge detection algorithm are the
mask sizem describing the width of the operator (3, 5, 9 and 17 pixels),
and the angular orientation α (orientation index i) giving the direction
of greatest sensitivity (see Fig. 28.9). For smaller mask widths, less
angular orientations are possible. For m = 17, the direction index 0
corresponds to vertical, 16 to horizontal.

Search paths for edge detection are confined to horizontal and ver-
tical in order to keep one (line or column) index constant; diagonal
ones were also used initially, but they turned out to be superfluous. In
summary, first a sum of m pixels along the mask orientation is com-
puted, yielding an average gray value for the mask elements; second a
ternary correlation is performed across n of these average gray values
in a direction approximately perpendicular to the mask direction.
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Figure 28.9: Basic edge direction elements as used in K(C)RONOS; each element
is “collapsed” to a single average value (central black dot).

• Column summation as lowpass filter operation in tangent direction:
First the sum of all pixel values along the direction of orientation is
computed over the entire search window. This yields a single vec-
tor for any size of mask width. The corresponding averaged gray
value is stored in the “base vector” of the search path, geometrically
representing the central pixel array of the search path (marked as a
black dot in Fig. 28.9). This is the reason for selecting mask widths
m of size 2k + 1 with k = 1 to 4. From a spatial frequency point
of view this corresponds to lowpass filtering along the mask direc-
tion over the width m pixel (with a distortion in length depending
on the direction of orientation). However, normal to this direction
full resolution is preserved; this fact is exploited for precise edge
localization by specifying the edge direction to be used dynamically
according to the predicted edge direction to be found for the (4-D)
object tracked. This is part of the realization of the idea of “Gestalt”
as discussed in psychology.

• Mask parameter selection: Depending on the parameters of the pre-
dicted edge in the image, the mask parameters will be chosen. Edges
with imprecisely known directions and more strongly curved ones
are detected with masks of small widths m (lower left in Fig. 28.9),
almost straight ones with m large. By using several orientation di-
rections on the same search path, the correlation results (see in what



592 28 Dynamic Vision for Perception and Control of Motion

follows) may be interpolated; this will allow finding the edge orien-
tation with a precision of only a few degrees.

• Ternary masks eliminate the need for multiplication: Correlation
masks are formed along the search path direction. By choosing the
same correlation weight factor along the direction of mask orienta-
tion over widthm, all sizes of masks can be handled just by starting
from the summed base vector. By further specialization of the cor-
relation weights equal to plus 1 in one half of the masks and minus 1
in the other half (one half of the “receptive fields”, see Fig. 28.10), no
multiplication is required in evaluating the correlation value. This
value of a ternary mask is just equal to the difference of the sums
of the pixel values in each field.

This allows resorting to the base vector only, thereby making
processing very efficient. “Receptive fields” for feature extraction,
or in short just “masks” or “edge element templates,” are defined
by combining an equal number n1 of the oriented columns of the
base vector with positive and negative sign. A variable numbern0 of
zero-weighted columns may be chosen in between, if desired. This
yields the additional parameters for a “ternary correlation mask” or
“edge template”: number of columns n1 set to +1 and to −1, and
the number of central columns of pixels weighted with zero, that
is dropped altogether. Total mask depth then is n = 2 × n1 + n0;
the mask of size m × n may be considered to be an orientation
selective receptive field with total weight zero. Figure 28.10 shows
a collection of receptive fields, their vector representations (marked
with +, 0, −), and the search windows.

If the position of an edge has to be determined, which is jagged
on the pixel scale, such as, for example, the border between a track
and spreading grass on a natural road, a larger number for n0 is
preferable. On a highway with well-kept lane markings, n0 = 1 is
a good choice; because of various reasons, in many real life scenes
this value is a good default value. The limiting case n0 = 0 has not
been shown to be very practical. The value for n1 should be chosen
such that meaningful mask responses are obtained. If the boundary
between two areas of texture with different average gray values has
to be found, each half mask should be large enough as compared
to the spatial frequency of the texture so as to average the gray
value correctly. If a thin line has to be detected, n1 should be small
enough not to cover more than the width of the line. This clearly
says that in images where the viewing direction is almost parallel to
the ground, for example, for vehicles moving close to the ground,
the scaling of mask size should go with one over distance of scene
elements mapped, in general.
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Figure 28.10: Representation of receptive fields by 1-D arrays (vectors).

In the tracking mode, the masks are evaluated along horizontal
or vertical search paths (one pixel index kept constant) depending
on the orientation of the edge such that the angle between mask-
and search direction is as close as possible to 90 °. This means that
horizontal search paths are preferred for edge orientations between
plus and minus 45° from the vertical, and vertical ones for edge
orientations between plus and minus 45° from the horizontal (see
lower right corner of Fig. 28.10).

For the reasons mentioned, mask orientation should be as close
as possible to tangential to the edge direction that is to be deter-
mined. Only in this case is full resolution preserved. For the detec-
tion of previously unknown edges, several mask orientations should
be tried. No other kind of image preprocessing needs to be done.

• Monitoring image intensities: For proper scaling and for specifica-
tion of thresholds for image operations to follow, during the first
algorithmic step of “transversal” averaging over the mask width, the
maximal and minimal gray values along the search path length are
monitored and stored.

The difference of both values is an indication of the intensity
dynamics in the (lowpass filtered) search region of the image. Per-
forming the same monitoring procedure during gray-value summa-
tion for each pixel along the search path (i. e., each value of the base
vector), the dynamics in intensity for all pixels may be evaluated.
If the difference between maximal and minimal value in one mask
column is too large, this is an indication that this operation may
not be meaningful at all; other mask orientations should be tried in
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this image region. These checks are relatively costly; for this reason
they are often left out in routine cases.

• Some guidelines: The parameters have to be adjusted depending on
the type of edge to be found:

– Low curvature edges call for large values of m and proper se-
lection of mask orientation (e. g., based on previous results and
proper prediction).

– High curvature edges limitm to smaller values (or require higher
resolution for the imaging process, e. g., larger focal length for the
camera). Mask width m and the number of central zero columns
n0 should be selected such that the curved edge may completely
fall into the 0 columns blended out; this will yield maximal mask
response.

– Steep intensity gradients and narrow edges call for small values
of n0; edges with lower transversal spatial frequency contents
require larger values of n0.

– Large areas with a rather wide transition zone in between (e. g.,
dirt roads with a fuzzy boundary to the shoulders) are best de-
tected with large values of n0 and n1; values of n0 = 3 and n1 = 7
with m = 9 or 17 depending on look-ahead distance have shown
good results.

– Narrow, sharp lines (a few pixel wide) require small values of
n0 and n1 and proper orientation; if not known sufficiently well,
several neighboring orientations should be tried in parallel. For
poorly known edge orientation, it may be better to use small val-
ues ofm, in addition, on three neighboring search paths. The edge
locations obtained by extremal mask results may be combined for
achieving the tangent line in the central search path (to subpixel
accuracy). The best tangent direction is the line connecting the
extremal values in the two neighboring paths (second-order fit),
shifted, however, to pass through the location of the central ex-
tremal value.

• Correlation results: The most simple gradient operator with n = 2,
n0 = 0 and n1 = 1 computes the difference of two neighboring base
vector components along the search path. Figure 28.11 shows an
example with n1 = 2, n0 = 1 and m = 17. It displays a typical situ-
ation; the extrema in mask response determine the position of the
edge. Taking several neighboring values into account, this location
may be determined to subpixel accuracy; for clean, almost straight
edges, accuracies in the one-tenth pixel range are achievable. Sev-
eral interpolation schemes have been investigated; a parabola, based
on the extremal value and one neighboring value to each side only,
seems to be an efficient solution in most cases.
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Figure 28.11: Edge correlation with ternary masks; local extrema yield edge
position.

For larger values of n1 all the plus and the minus columns of
the first mask in the search window are added first, yielding some
average gray value on each side. At the extremal value found, these
values may be used for improving the association of this edge with
an object known from previous evaluations, or with other edges
from neighboring search paths. Shifting the mask in search direc-
tion by one pixel is then done by adding the new and subtracting
the last vector component (or vice versa) in each field.

Working with masks of different depth n on the same search
path, thus, may be done by very efficiently exploiting the sum terms
for each column, that is, each vector component along the search
path in multiple ways. In the next section it will be shown how this
same vector may be used for fast area-based processing on multiple
resolution scales along the search path.

By controlling search path position, direction, and length intelli-
gently from the higher, object-oriented interpretation levels based
on actual data evaluated in combination with knowledge about the
process observed, very much improved efficiency in image sequence
processing may be obtained. This is not on a percentage but rather
on an order of magnitude level!
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Figure 28.12: Adaptation of parameters for edge detection and tracking ac-
cording to knowledge from previous images and measured original perturba-
tions, for example, pitching velocity sensed inertially.

• Comparison to wavelets: Wavelets [31] are special local 2-D filters
with nice theoretical properties. They come in different scales and
with different directional orientations. The computational load to
convolve these filters with the image is rather high. As compared to
wavelets with smooth transitions between rational weighting factors
depending on their offset from the center of the field, the “box-like”
ternary weighting schemes are rather crude, but compact in code
and very efficient. No multiplication operations are necessary. With
the parameterizations discussed in the preceding text, the software
package CRONOS allows qualitatively comparable results at orders
of magnitude less computing load.

Feeding these coarse results into a high-frequency recursive es-
timation process with good smoothing properties has shown to sat-
isfy all practical requirements. It is assumed that the short cycle
times more than offset the disadvantages of the box-like filter type.
To date, time has not allowed careful comparison of the methods
and an assessment of the relative performance advantages.

• Application examples of CRONOS : In Fig. 28.8 the areas labeled Eij
show typical distributions of search areas and mask orientations
for tracking edges on a rigid object with different shades on the
sides. Because the average gray values of each region on the object
are known from previous measurements, the search paths should
be commanded from the center of the region towards the outside.
Usually, the background behind a moving object is much more vari-
able than the surface brightness of the object; of course, this is
not true when moving through shades of trees. When searching in
the inside-out direction, the average gray value of the trailing mask
section may be used for solving the correspondence problem for
boundary features of this same face.

The search windows are positioned in the image plane after state
prediction and perspective mapping such that sufficiently large
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masks with proper parameters for robust feature detection (e. g.,
width, orientation, and number of columns) can be applied. Areas
crowded with features, such as is the case both above the axles and
the wheels are deliberately avoided as confusion of features may
cause more harm than good in the overall interpretation process.
Because a redundant set of features is usually used, the additional
information to be gained by uncertain features may not be worth the
effort. This conservative attitude pays off mostly in having the un-
spent computing power available to invest at other locations in the
image for extracting less ambiguous features. Figure 28.12 shows
an example of road lane recognition. Due to road curvature recog-
nition (see previous pictures), and to the ego-motion predicted, the
search windows are positioned along a curve in the image plane.
The size of the search windows is specified depending on the pre-
diction errors experienced previously. Because of the range effects
associated with lines positioned higher in the image when looking
almost parallel to the road surface, mask size is adjusted according
to range. Note that mask orientation is different for each individual
lane marking at the same range. This change in orientation is de-
rived from the known width of the lane and elevation of the camera
above the ground; it is computed for each mask at each step of the
recursive iteration process. The positions of the extremal values in
mask correlation (see Fig. 28.11) are taken as edge center point and
form the elements of the measurements y in Eq. (28.2).

Area-based feature extraction: The “triangle”-algorithm. If there
is texture on the surface (either from design or through shadows from
trees in sunshine), edge-based methods may saturate rather easily. Dom-
inant color components or certain texture patterns may nonetheless
allow area-based tracking of the object. Computing power is not yet
available to do this at video rate over the entire image to a sufficient
extent; affordable solutions may still be a decade away. Therefore, an
intermediate step has been used so as to take advantage of some area-
based information to be obtained easily by combining the first step of
column summation in edge feature extraction (already discussed here)
with multiple scale representations in just one dimension.

The basic underlying assumption is that meaningful results can be
achieved for area-based processing when the 2-D problem in the image
plane is reduced to a small set of 1-D ones, the selection of which is
controlled by deeper insight into the continuity conditions of the prob-
lem at hand. If there were sufficient computing power available at no
cost, this approach would be superfluous; however, in a world of lim-
ited resources and with sensitivity to costs it may be worthwhile even in
the long run because it allows for the most efficient use of the invested
components.
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• Parameter selection: Beside horizontal and vertical “test stripes” as
already discussed here in connection with the edge extraction al-
gorithms K(C)RONOS (called “search windows” or “-paths” there),
any stripe along a line connecting two points in the image may be
used as a “triangle base.” Stripe width is denoted byw (correspond-
ing to m in CRONOS), and is collapsed first into a single summed
(or averaged) vector component between the limiting points Pi (see
Fig. 28.13). Depending on the inclination of this line, summing (or
averaging) is done in pixel rows or columns such that the angle be-
tween line inclination and rows or columns is as close as possible
to 90°; Fig. 28.13 shows corresponding cases. Here, stripe width
summation is done with one index fixed, while selection of the loca-
tion of its center point is done according to stripe orientation with
a Bresenham algorithm [32].

Selection of the stripe width w has to be done according to the
problem at hand: If large homogeneous areas are looked for, w
should be large, corresponding to lowpass filtering normal to the
stripe direction. For color processing or large noise amplitudes and
small w, median operations may be better suited than averaging;
this is also true for the computation of pixel values on the triangle
levels (see below). Stripe P1-P2 (shownw = 3 pixel wide in Fig. 28.13,
lower part) may be used for determining an intensity or color pro-
file across an image section of special interest. For tracking a truck
under an oblique view, segmentation of homogeneous regions may
be advantageous (see Fig. 28.8, stripes designated with Tij for the
rear and the side face). By commanding the search stripe directed
orthonormal to the center of detected homogeneous areas in a cross-
wise manner, the center of the homogeneous area will be tracked.

If a longitudinally extended intensity or color blob has to be
tracked (see upper part of Fig. 28.13) and the angular orientation
has to be determined roughly, the three stripes defined by P3 to
P8 in Fig. 28.13 will yield good results. They are positioned such
that each center is approximately at the center of the blob’s cross
section detected last time by the orthonormal stripe (or of the pre-
dicted one). In order to be able to track the angular orientation of
the major skeletal line of the body, two stripes are positioned ap-
proximately normal to this direction at about 1/3 and 2/3 of the
body extension. Connecting the centers of the homogeneous areas
measured actually yields the new angular orientation in the image.
This also specifies the direction for the stripe covering the longitu-
dinal extension of the body in the image.

Typical feature elements for the measurement vector y would
then be the location of the blob center and its angular orientation
(maybe also its size).
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Figure 28.13: Definition of the base-vector for the “triangle algorithm” by
any two points: ∗: two points defining a triangle base (stripe); dash-dotted
line: skeletal line of triangle (width: 1 pixel; its inclination defines a length
component!); shaded bars: vertical or horizontal stripe width (any odd number
of pixels 3, 5, 7, . . . ), collapsed into a single point � for efficient handling; �:
vector element representing (averaged) stripe width; all these elements between
and including the defining points form the triangle base (preferably 2n pixel)
above which the lower resolution levels (reduced by a factor of 2) are computed.

• Construction of the triangle representation: Figure 28.14 shows the
multiple-scale representation levels in an arrangement visualizing
the name of the method selected. It may be considered as a reduced
(1-D) version of the well-known “pyramid”-technique [33]. Cross sec-
tions through larger blobs may be found efficiently on higher levels
of the triangle by intelligently selected “cuts” without distraction by
spurious details as often occurs on lower levels.

During computation of the actual values on the various represen-
tation levels, maximum and minimum pixel intensities may be mon-
itored and stored on each level; together with statistical evaluations
of intensity differences between neighboring pixels this yields valu-
able information for scene interpretation and threshold adaptation.
Intensity or color profiles for cross sections of objects characterize
the object. Figure 28.7 has shown one arrangement for robust track-
ing of a car. In Fig. 28.8, the three triangle bases TV1, TV2 and TH1

allow to track the dominant regions in the visual appearance of the
truck trailer. Details of textures may be averaged away on a proper
scale while on another scale a certain intensity or color profile may
allow internal structure to be recognized.

The extremal values of pixel intensities on some triangle levels
may be exploited for controlling threshold values in the edge feature
extraction algorithm K(C)RONOS. The advantages of cross-feeding
information between these two algorithms have not yet been fully
used; a knowledge base for certain task domains and situations is
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Figure 28.14: Multiple-scale representation of a stripe by a triangle (fits into
vector of length 2p0).

being accumulated and will be integrated in the new system under
development.

For road recognition, tracking of lanes usually ends when the
widths of lane markings in the image drop below 1 to 2 pixels; with
the bifocal camera arrangement used up to now this is in the 100-
meter range. Neglecting lane marks altogether at greater distances
and concentrating on the center of the road by using the triangle
method described, robust road tracking becomes possible to much
larger distances.

Because lateral offsets from the local tangent direction to the
road go with the second and third power of look-ahead range, the
errors in curvature due to unknown numbers of lanes and imprecise
road width measurements are relatively small.

Because of the inverse length mapping with distance in perspec-
tive projection, efficient image interpretation is done on different
triangle levels as a function of distance. Nearby, larger widths w
of stripes in combination with working on higher triangle levels will
increase efficiency. Farther away, smaller values of w and working
on lower triangle levels will yield sufficient resolution.

In addition, under normal conditions color processing may allow
good discrimination between grass and dirt road where the differ-
ences in intensity are rather small, thereby improving robustness in
road recognition. This, of course, depends very much on the time
of year and other factors; in any case, area-based processing allows
to decrease the number of cases where a combined system may fail.

Figure 28.15 shows the detection of a road fork by several transver-
sal stripes selected normal to the road driven (Fig. 28.15a). The
intensity profiles (Fig. 28.15b) first show a widening of the homoge-
neous areas, then a separation into two plateaus (SB2 and SB3) with
an increasing gap in between. The interpretation level takes this as
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Figure 28.15: Detection of a road fork by the triangle algorithm.

an indication that two separate roadways are emergent. It would
command new search stripes next time, one set to the left (continu-
ing to be horizontally oriented) and one to the right, which would be
oriented approximately parallel to the old right road boundary but
displaced to the right. Each one will be tracked now as a separate
object with specific parameter adaptations.

28.4.5 Feature aggregation

If working with edge features only, there may be several features that
create a meaningful combination representing some part of an object
known to the system under some aspect conditions. This is the fre-
quently cited combinatorial explosion problem of feature aggregation.
Left alone with just edges when starting from scratch, the correspon-
dence problem between features extracted in the image and parts of
objects in the database may well be practically unsolvable in the gen-
eral case.

However, when adjacent gray or color values can be taken into ac-
count the problem often is much less hard. For this reason, the average
gray value of one field of the edge template at the edge position is re-
turned to the interpretation process as one component of the result in
K(C)RONOS. This allows grouping of all neighboring edge features of a
homogeneous area in the image. In addition, properties of “good neigh-
borhood” like colinearity, smooth curvature, appropriate length ratios
of feature groupings, or parallel orientation may help in reducing the
correspondence problem during hypothesis instantiation. The triangle
algorithm may contribute information on more extended homogeneous
areas in regions of interest.

During tracking, the situation is much alleviated once a good model
for shape and motion has been found. Now, the appearance of features



602 28 Dynamic Vision for Perception and Control of Motion

can be predicted, and parameters for the feature extraction algorithms
(like mask size and orientation) may be selected in an optimal fashion.
The variances in the estimation processes give an indication of predic-
tion uncertainty; this is exploited to confine the search range and thus
improve efficiency. If features come to be too close to each other in
the image (say one to three pixel) and the danger of confusion is likely,
these features should be discarded altogether because wrong feature
correspondence is a major source of error in the tracking process.

For newly detected objects it usually does not make sense to test
too many object hypotheses in parallel based on a single image (always
consisting of shape and aspect conditions as two independent compo-
nents). As perturbations will change from one image to the next, and
because dynamically moving objects will change aspect conditions in a
systematic way it will, in general, be advantageous to start early track-
ing of the most likely hypothesis. If computing power allows, maybe a
few most likely hypotheses for the task domain under scrutiny should
be started in parallel and be tracked with low cycle times. In addition
to shape information, knowledge about process development over time
is a powerful discrimination component. Short cycle times reduce the
search range and alleviate the correspondence problem, a fact often
overlooked in early AI-approaches.

28.4.6 State estimation

The basic approach has been described many times (see Wünsche [19,
20], Mysliwetz [27], Dickmanns and Graefe [28]) and has remained the
same for visual relative state estimation for more than a decade. Only
a basic outline will be given here.

However, in order to be able to deal more effectively with the general
case of scene recognition under (more strongly) perturbed ego-motion,
an inertially based component has been added [34, 35].

This type of state estimation is not new at all if compared to inertial
navigation, for example, for missiles; however, here only very inexpen-
sive accelerometers and angular rate sensors are being used. This is
acceptable only because the resulting drift problems are handled by
a visual state estimation loop running in parallel, thereby resembling
the combined use of (relatively poor) inertial signals from the vestibu-
lar apparatus and of visual signals in vertebrate perception. Some of
these inertial signals may also be used for stabilizing the viewing di-
rection with respect to the stationary environment by direct negative
feedback of angular rates to the pointing device carrying the cameras.
This feedback actually runs at very high rates in our systems (500 Hz,
see Schiehlen [13]).
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• Inertially based ego-state estimation (IbSE): The advantage of this
new component is 3-fold: 1. Because of the direct encoding of ac-
celerations along, and rotational speed components around body
fixed axes, time delays are almost nonexistent. These components
can be integrated numerically to yield predictions of positions. 2.
The quantities measured correspond to the forces and moments ac-
tually exerted on the vehicle including the effects of perturbations;
therefore, they are more valuable than predictions from a theoreti-
cal model disregarding perturbations which are generally unknown.
3. If good eigenbehavior models are available, the inertial measure-
ments allow estimating parameters in perturbation models, thereby
leading to greater understanding of environmental effects.

• Dynamic vision exploiting 4-D models: With respect to ego-state recog-
nition, vision now has reduced but still essential functionality. It
has to stabilize long-term interpretation relative to the stationary
environment, and it has to yield information on the environment,
like position and orientation relative to the road and road curva-
ture in vehicle guidance, not measurable inertially. With respect
to other vehicles or obstacles, the vision task also is slightly alle-
viated because the high-frequency viewing direction component is
now known; this reduces search range required for feature extrac-
tion and leads to higher overall system efficiency. These effects can
only be achieved using spatiotemporal models and perspective map-
ping, because these items link inertial measurements to features in
the image plane. With different measurement models for all the
cameras used, a single object model and its recursive iteration loop
may be fed with image data from all relevant cameras. Jacobian
matrices now exist for each object/sensor pair; if two cameras with
different focal length map the same object, two Jacobian matrices
are needed.

The nonlinear measurement Eq. (28.2) is linearized around the
predicted nominal state xN and the nominal parameter setpN yield-
ing (without the noise term)

y[kT] = yN[kT]+ δy[kT]

= h(xN[kT],pN,kT)+Cxδx +Cpδp
(28.3)

where Cx = ∂h/∂x|N and Cp = ∂h/∂p|N are the Jacobian matrices
with respect to the state components x and the parameters p in-
volved. Because the first terms to the right-hand side of the equality
sign are equal by definition, Eq. (28.3) may be used for determining
δx and δp in a least squares sense by a model fit. Assuming that
differences δy[kT] between predictions by the dynamical model
Eq. (28.1)) together with the forward projection model Eq. (28.2) and
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the actual measurements are small, linear relations should be suf-
ficient for determining the unknowns δx and δp from δy as the
prediction error measured (observability given; for the notion of
observability see Maybeck [36] or Kailath [37]). This is the core of re-
cursive estimation. A numerically stabilized version of the extended
Kalman filter is used with UD/UT -factorization and sequential in-
novation (see Wünsche [19, 20], Maybeck [36].

Note that with this dynamical formulation the inversion of the
nonlinear perspective mapping equations has been transformed into
a least-squares model-and-state adaptation. The core element for
successful functioning of the approach is that the elements of the
Jacobian matrices do not introduce singularities. These elements
tell how a specific state variable or a parameter in the model affects
the feature position in the specific image. While the exact check
for observability is a bit more complex, a simple rule is as follows:
A parameter or (set of) state component(s), which is linearly inde-
pendent from other observable parameters or state components, is
not (or poorly) observable, if all corresponding elements of the Ja-
cobian are zero (or comparatively small). Then this parameter or
state component cannot be iterated meaningfully with the features
available. A typical example is the length parameter of a rectan-
gular box looked at in length direction, where all features possibly
yielding length information are self-occluded. In cases like this, the
corresponding component should not be iterated but kept constant
at the predicted value; hopefully, the aspect conditions will change
such that later on this variable also may be iterated and improved
again.

However, during the time this variable is unobservable, other
state components or parameters can still be iterated successfully.
This is another fundamental advantage of the approach chosen.

With computing power increasing rapidly, the cumbersome deriva-
tion of analytical expressions for the Jacobian elements has been
abandoned, and the elements are now determined by proper nu-
merical differencing of terms obtained from forward projection of
perturbed states. This is especially useful for flexible handling of
newly appearing or disappearing objects in connection with more
general program code (see Dickmanns [29]).

28.4.7 Situation assessment

For each object an estimation loop is set up to yield best estimates for
the relative state to the ego-vehicle including all spatial velocity compo-
nents. For stationary landmarks, velocity is, of course, the negative of
ego-speed. As this is known reliably from conventional measurements,
the distance to a landmark of unknown size can be determined even
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with monocular vision exploiting motion stereo [23, 38, 39]. With all
this information available from the surrounding environment and the
most essential objects in it, an interpretation process can evaluate the
situation in a task context and come up with a conclusion as to whether
to proceed with the behavioral mode running or to switch to a different
mode. Figure 28.22 (see Section 28.6.2) shows a typical scene tree with
objects of relevance for a landing approach. Each branch of the tree
corresponds to a coordinate transformation, the arguments of which
have to be determined by measurements and state estimation, many of
them by vision.

Fast in-advance simulations exploiting dynamical models and alter-
native stereotypical control activation yield possible alternatives for the
near-term evolution of the situation. By comparing the options or by
resorting to precomputed and stored results, these decisions are made.
More details on this developing field are given in Dickmanns [40].

28.4.8 Generation of behavioral capabilities

Dynamic vision is geared to closed-loop behavior in a task context; the
types of behavior of relevance, of course, depend on the special task
domain. The general aspect is that behaviors are generated by control
output. There are two basically different types of control generation:

1. Triggering the activation of (generically) stored time histories, so-
called feedforward control , by events actually observed, and

2. Linking of actual control output to the difference between desired
and actual state of relevant systems, so-called feedback control.

In both cases, actual control parameters may depend on the situa-
tion given. A very general method is to combine the two given in the
preceding (as a third case in the list), which is especially easy in the 4-
D approach where dynamical models are already available for motion
understanding. The general feedforward control law in generic form is

u(τ) = g(pM,τM), with 0 ≤ τ = t − tTrig < τM (28.4)

where pM may contain averaged state components (like speed). A typ-
ical feedforward control element is the steer control output for lane
change of a car.

The general state feedback control law is

u(τ) = −KTδx(τ) (28.5)

with K an r ×n gain matrix. The gain coefficients may be set by pole
placement or by a Riccati design (optimal linear quadratic controller)
well known in control engineering [37]. Both methods include knowl-
edge about behavioral characteristics along the time axis: While pole
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placement specifies the eigenvalues of the closed loop system, the Ric-
cati design minimizes weighted integrals of state errors and control
inputs.

The simultaneous use of dynamical models for both perception and
control and for the evaluation process leading to behavior decision
makes the 4-D approach so efficient. All that is needed for mission
performance of any specific system then is a sufficiently rich set of
feedforward and feedback behavioral capabilities. These have to be ac-
tivated in the right sequence such that the goals are achieved in the
end.

For this purpose, the effect of each behavioral capability has to be
represented on the upper decision level by global descriptions of their
effects:

1. For feedforward behaviors with corrective feedback superimposed
it is sufficient just to represent initial and final conditions includ-
ing time needed; note that this is a quasi-static description as used
in AI-methods. This level does not have to worry about real-time
dynamics, these are taken care of by the lower levels. It just has
to know in which situations these behavioral capabilities may be
activated with which parameter set.

2. For feedback behaviors it is sufficient to know when this mode may
be used; these reflex-like fast reactions may run over unlimited pe-
riods of time if not interrupted by some special event. A typical
example is lane following in road vehicle guidance; the integral of
speed then is the distance traveled, irrespective of the curvatures of
the road. These values are given in information systems for plan-
ning, like maps or tables, and can be used for checking mission
progress on the upper level.

In addition, to some extent behaviors may be modified in order to dis-
ambiguate visual perception problems. For example, lateral position in
the lane may be adjusted so as to allow vision past the vehicle in front.

28.5 Multiple loops in dynamic scene understanding

In order to be efficient locally on the one side and to keep track of
situations in larger contexts on the other side, multiple scales are ap-
plied both in space and in time. One essential component in space is
the multifocal camera arrangement and corresponding interpretations
with models covering the entire spectrum. On different hierarchical
levels in the system, emphasis is placed on different resolution levels;
in general, the higher up the level, the broader is the region covered,
and the less are details tracked.
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A central issue in such systems is where to direct attention in which
sequence. Unforeseen events have to be detected not only in the small
region of actual special attention, but everywhere if they are relevant
for mission performance. Because perceptual capabilities for a long
time to come will not be sufficient for covering the entire environment
simultaneously, background knowledge on the task domain at hand
has to be used for intelligent control of the sparse resources available.
Little is known as to how this is achieved in biological systems. Because
of their complexity it is hard to obtain proven results. However, it is
this capability that makes biologic systems continue to be superior to
technical ones.

28.5.1 Flexibility and efficiency from intelligent control

In biological neural nets there is a large amount of feedback (not yet
well understood) from higher interpretation levels to the image pro-
cessing levels [41, 42]. Artificial neural nets have almost completely
disregarded this fact up to now. One of the main goals of the 4-D ap-
proach was to provide a sound basis for this feedback from the higher
levels onto image processing in order to cut down the computing power
required. This is why, right from the beginning, no general-purpose ab-
stract vision system has been looked for but rather “ecologically embed-
ded” systems for certain task domains. Dynamic vision is embedded
in closed-loop behavior; this seems to be essential for steady model
adaptation and testing. Hopefully, by the time the base of experience
is sufficiently large, there will also be sufficient computing power and
room for abstraction available for “more general” systems. There are
strong indications that this is happening right now.

Figure 28.2 has given an indication as to the abstraction levels used
in space and time. Single objects form the pivotal point for storing
knowledge about the world and, later on, for associating this knowl-
edge with feature groupings appearing in the image data stream. Only
by organizing this problem according to task domains and situations
during task execution can the tendency for combinatorial explosion be
kept manageable. Temporal constraints on the speed of evolution are
also very essential for dynamic scene understanding. It is the steady
development of actions and the relatively high sampling frequency pro-
vided by vision, which makes dynamic scene understanding possible,
a fact overlooked in the initial AI-approaches. The temporal models of
the 4-D approach in combination with time integrals over various time
spans allow efficient handling of the complexity involved.
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Figure 28.16: Multiple feedback loops on different time scales in the 4-D ap-
proach and corresponding levels.

28.5.2 Multiple-loop closure on different time scales

The principles discussed here have led to parallel realizations of multi-
ple loops in the interpretation process both in space and time; Fig. 28.4
has displayed the spatial aspects. In the upper half of the figure, the
essential scales for feedback loops are the object level, the local situa-
tion level, and the global mission performance level on which behavior
decisions for achieving mission goals are being done (see Fig. 28.2 also).

These decisions may be based on both local and extended predic-
tions of the actual situation and on knowledge about behavioral ca-
pabilities of the ego-vehicle and of other subjects in the scene. The
multiple loops used in our system in the time domain are displayed in
Fig. 28.16. They range from the millisecond scale for inertial viewing
direction control to several hours for ground and flight vehicles on the
mission scale encompassing sequences of maneuvers, typically in the
1–10s range and feedback behavioral modes (with no direct restriction
in time).

In the past, human operators and software developers have closed
the two outermost loops labeled “quasi-static” in the figure. These are
being tackled now for automation of the system structure being devel-
oped. It is felt that a unified approach encompassing techniques from
systems dynamics, control engineering, computer simulation, and ani-
mation as well as methods from AI has become feasible.
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a

b

Figure 28.17: The autonomous vehicle VaMP of UBM; a VaMoRs-P (VaMP); b
top view of VaMoRs-P, components for autonomous driving: (1) electrical steer-
ing motor; (2) electrical brake control; (3) electronic throttle; (4) front pointing
platform for CCD cameras; (5) rear pointing platform for CCD cameras; (6,8)
Transputer image processing system; (7) platform and vehicle controllers; (8)
electronics rack, human interface; (9) accelerometers (3 orthogonal); (10) rate
gyros.

28.6 Experimental results

28.6.1 Visual guidance of road vehicles

The autonomous road vehicles VaMP (see Fig. 28.17) and its twin VITA
II of Daimler-Benz have shown remarkable performance in normal free-
way traffic in France, Germany and Denmark since 1994. The VaMP
has two pairs of bifocal camera sets of focal lengths 7.5 and 24 mm;
one looks to the front (see Fig. 28.3), the other one to the rear. With
320×240 pixels per image this is sufficient for observing road and traf-
fic up to about 100 m in front of and behind the vehicle. The vision
system consisted of 46 transputers for image processing. The VaMP
was able in 1994 to recognize road curvature, lane width, the number
of lanes, the type of lane markings, its position and attitude relative
to the lane and the relative state of up to 10 other vehicles including
their velocity components. In each of the four video-data streams three
vehicles have been tracked (see what follows and Fig. 28.19).

At the final demonstration of the EUREKA-project Prometheus in
October 1994 near Paris, VaMP demonstrated its capabilities of free
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Figure 28.18: Results for lane-width estimation with the same data with (solid
line) and without (dotted line) modeling vehicle pitch motion as a damped
second-order dynamic system.

lane driving and convoy driving at speeds of up to 130 km/h in nor-
mally dense three-lane traffic. Lane changing for passing and even the
decision as to whether lane changes were safely possible was done au-
tonomously. The human safety pilot (driver) just had to check the va-
lidity of the decision and give a go-ahead input.

• Road recognition has been discussed in connection with the feature
extraction algorithms; for more details see [27, 43]. The position
and orientation of the vehicle relative to the lane is obtained simul-
taneously with the road and lane parameters because these vari-
ables affect each other through the perspective mapping process.
For constant lane width, both horizontal and vertical curvature may
be estimated. If lane width is variable and there exists vertical cur-
vature (nonplanar environment), the interpretation of short image
sequences may be ambiguous. In these cases, observability of the
road parameters is given only when sufficiently extended data inte-
gration over distance is possible.

Dynamical vehicle motion in pitch due to uneven ground (high
spatial frequency components present) may also affect the quality
of road parameter estimation even on a road that is flat in the av-
erage (low spatial frequency amplitude equal to zero). Figure 28.18
shows experimental results for lane width estimation with VaMP on
a flat bumpy road with and without modeling the resulting vehicle
motion in pitch. It is seen that taking the dynamic motion into ac-
count results in more smooth estimates for lane width. Even better
results may be achieved if the camera viewing direction were iner-
tially stabilized.
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a b

c d

Figure 28.19: Detection and relative state estimation to multiple objects in par-
allel. In two different lookahead ranges relative positions and speed components
are measured.

• Relative state to other vehicles: Obstacle avoidance is of utmost im-
portance in road vehicle guidance. The nearest vehicles in the lane
where the vehicle is driving and the neighboring lanes should be
tracked. With bifocal vision, three objects are tracked within an im-
age sequence of each camera (see Fig. 28.19). Because of the occlu-
sion problem in the vehicle’s lane, here usually, the object tracked
both in the wide angle and in the tele-image is the same; this has to
be verified in a separate step. In this case, the same object model
may be driven with two sets of data based on different measure-
ment models. The elements of the Jacobian matrices underlying
recursive estimation are different in this case. If the two cameras
are arranged at a proper distance, even binocular (bifocal) stereo
should be possible but has not yet been tried.

Figure 28.20 explains how objects are detected and recognized.
Below the horizon line, horizontal edges are searched for in multiple
vertical search paths (Fig. 28.20b, left) with correlation masks of
size m = 5, n1 = 3 and n0 = 1 (Fig. 28.20b, right). Figure 28.20a,
right shows the edge feature positions detected corresponding to
the image to the left. The cluster around 50 is likely to be an object;
there are several groups of nearly co-linear and parallel features
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a

b

Figure 28.20: Detection of feature groupings below the horizon line as first
step for relative state estimation to multiple objects in parallel: a detection and
derivation of measurement data for relative state estimation in near range;
localization of regions for finding lateral edges of the object; b search region
for the detection of horizontal edge features by the template to the right.

with proper extension in the lateral direction. The lowest edge is
considered to be the line where the object touches the ground.

Next, the lateral boundaries of the object are searched for above
the lowest group of features. In each pixel row, the locations of
extremal intensity gradients are determined; note that in Fig. 28.21
in some regions the vehicle is darker than the road (bottom part)
while it is brighter in others (upper part). The histogram of positions
of extremal gradient magnitude counts both (Fig. 28.21). Thus, the
width of the vehicle is determined by the difference of the positions
of two peaks; the estimated range in conjunction with the mapping
parameters is used for conversion from pixels to absolute width.
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Figure 28.21: Localization of lateral edges by line-wise edge detection and form-
ing of location histograms (absolute values).

In 1994, five 25-MHz transputers allowed tracking of up to three
objects in each image sequence at a rate of 12.5 Hz (80-ms cycle
time). In 1995, the transputers had been replaced by PowerPCs MPC
601 with an order of magnitude increased computing power. The
same process then ran on a single processor at 25 Hz (40-ms cy-
cle time) with improved robustness. For a long-range trip (about
1600 km) to a project meeting in Odense, Denmark in 1995, almost
95 % of the distance was traveled fully automatically, in both longi-
tudinal and lateral degrees of freedom. Maximum speed on a free
stretch in the northern German plain was 180 km/h.

Because only black-and-white video signals have been evaluated
with edge feature extraction algorithms, construction sites with yel-
low markings on top of the white ones could not be handled. Also,
passing vehicles cutting into the vehicle’s lane very near in front of
the ego-vehicle posed problems because they could not be picked up
early enough due to lack of simultaneous field of view, and because
monocular range estimation took too long to converge to a stable
interpretation. For these reasons, the system is now being improved
with a wide field of view from two divergently oriented wide angle
cameras with a central region of overlap for stereo interpretation;
additionally, a high resolution (3-chip) color camera also covers the
central part of the stereo field of view. This allows for trinocular
stereo and area-based object recognition.
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Dual-PentiumPro processors now provide the processing power
for tens of thousands of mask evaluations with CRONOS per video
cycle and processor.

VaMoRs, the 5-ton van in operation since 1985, which has demon-
strated quite a few “firsts” in autonomous road driving, has seen the
sequence of microprocessors from Intel 8086, 80×86, via trans-
puters and PowerPCs back to general purpose Intel Pentium, Pen-
tiumPro and Pentium II. In addition to early high-speed driving on
freeways [44], VaMoRs has demonstrated its capability of driving
on both state and minor unsealed roads at speeds of up to 50 km/h
(1992). It is able to recognize hilly terrain and to estimate both ver-
tical and horizontal road curvature.

Recognizing crossroads of unknown width and angular orienta-
tion has been demonstrated as well as turning off onto these roads,
even with tight curves requiring an initial maneuver to the oppo-
site direction of the curve [39, 45]. These capabilities will also be
considerably improved by the new camera arrangement with a wide
simultaneous field of view and area-based color image processing.

Performing entire missions based on digital maps is underway
[38] and is facilitated now by a GPS-receiver in combination with re-
cently introduced inertial state estimation [34, 39]. The vehicles
VaMoRs and VaMP together have accumulated a record of over
10,000 km of fully autonomous driving on many types of roadways.

In total, seven road and all-terrain vehicles have been equipped
with UBM vision systems over the last decade. They all performed
both longitudinal and lateral guidance autonomously based on vi-
sion [46, 47]. Since 1992 several of these vehicles took part in public
Autobahn and high-speed-road traffic.

28.6.2 Autonomous visual navigation of air vehicles

Landing approaches of conventional aircraft. Initially, the feasibility
of on-board autonomous control in all six degrees of freedom by dy-
namic machine vision has been demonstrated for the case of straight-in,
unperturbed landing approaches in hardware-in-the-loop simulations
[48]. A second effort, including inertial sensing and both wind and gust
disturbances, led to the first flight tests in 1991 [49, 50]. Due to safety
regulations, the autonomous vision system was not allowed to con-
trol the aircraft, a twin turbo-prop Do 128 of about 5-ton weight, near
the ground. The human pilot did the flying but the vision system de-
termined all 12 state-components relative to the runway for distances
below 900 m from the runway threshold.

The next step was to introduce bifocal vision with one mild and
one stronger telelens in connection with the new transputer system in
the early 1990s. In 1993, in another set of flight experiments with the
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Figure 28.22: 4-D object and scene representation for vision and local navi-
gation; “scene tree” for representation of the situation in an aircraft-landing
approach.

same aircraft at the University of Brunswick, it was proved that visual
range could be doubled, essentially, but more computing power would
be needed for robust tracking and initialization. The PowerPC satisfied
these requirements; it has become possible to detect large obstacles on
the runway sufficiently early for safe reactions [30].

Figure 28.22 shows a scene tree for situation assessment in the new,
third-generation implementation under development at UBM. It even
allows taking lighting conditions by the sun into account for any time
at any point on the globe.

Helicopter landmark navigation. The most demanding guidance and
control task performed up to now in hardware-in-the-loop real-time
simulations is helicopter flight near the ground, including landmark
navigation (see Fig. 28.23). The capability of performing a small-scale
mission has been shown. Starting at one end of the Brunswick airport,
the simulated helicopter flew autonomously by real-time machine vi-
sion along a selected sequence of way-points on the airport and in the
vicinity. Road forks (Fig. 28.23a), markings on the runway, and the let-
ter H at the destination (Fig. 28.23b) were the landmarks followed. Re-
turning to the airport from the other side and slowing down for landing
at the helicopter marker (H) at the other end was demonstrated [34, 35].
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a

b

Figure 28.23: Visual landmark navigation for an autonomous helicopter using
a road junction as a way-point for mission performance has been demonstrated
in hardware-in-the-loop, real-time simulations for a small mission near the air-
port of Brunswick [34]: a tracking of “crossing 2”: mild- (left) and stronger
telelens (right); b tracking of taxiways, frame and helicopter-H during final ap-
proach.

In connection with this demanding task, a complete software pack-
age has been developed containing separate inertial and visual state
estimation components. Integration of GPS signals and data fusion in
the context of mission performance has been achieved.

In addition, provisions have been made to integrate coarse-scale im-
age data from a synthetic aperture imaging radar system under devel-
opment elsewhere. The combined use of all-weather radar images and
high-resolution optical or infrared images is considered an optimal so-
lution for future helicopter guidance systems. The capability of inter-
preting these data streams by an intelligent on-board computer system
will relieve the pilot from a very difficult task in a situation where he is
already stressed to the limit.
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28.7 Conclusions and outlook

Based on spatiotemporal world models oriented towards physical ob-
jects and their motions, intelligent control of feature extraction makes
dynamic machine vision possible with the rather limited computing
power that is currently available. Special feature extraction algorithms
realizing the application of fast “1-D” variants of well-known methods,
based on the idea of “receptive fields” for pixel processing, allows effi-
cient real-time operation in closed loop form to exploit prediction error
feedback.

Jumping to object hypotheses rather early in the interpretation proc-
ess and checking several likely hypotheses in parallel over time may
be more efficient than trying to follow the bottom-up feature aggrega-
tion route (with the danger of combinatorial explosion) too far. Four-
dimensional object hypotheses may be checked both in 3-D space and
over time; in both dimensions characteristic behaviors may be analyzed
and combined, allowing more efficient hypothesis pruning. Computing
power is becoming available now that starts several recursive estima-
tion loops for each object in parallel, if necessary.

The 4-D approach to dynamic machine vision developed along the
lines laid out by cybernetics and conventional engineering many years
ago seems to satisfy all the expectations it shares with “Artificial Intelli-
gence”- and “Neural Net”-approaches. Complex perception and control
processes like ground vehicle guidance under diverse conditions and
in rather complex scenes have been demonstrated as well as maneuver-
and mission-control for air vehicles over a full six degrees of freedom.
The representational tools of computer graphics and simulation have
been complemented for dealing with the inverse problem of computer
vision.

The lack of robustness encountered to date due to black-and-white
as-well-as edge-based image understanding can now be complemented
by area-based representations including color and texture, both of which
are very demanding with respect to processing power.
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29.1 Introduction

Counting and measuring size statistics of free-floating particles is a
common problem in technical, biological and other applications. Close-
range imaging used to observe small or even microscopic particles
shows a small depth of field, typically much smaller than the volume
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the particles float in. Therefore, the measuring volume is determined
by the optics and the image processing method, and not a priori known.
First a suitable method for the determination of the volume has to be
found. This chapter focuses on the use of depth-from-focus methods
for that problem.

Two methods of depth-from-focus to measure concentrations and
size statistics of small particles in an oceanographic and in a biotech-
nological application are described. Additional electronic material can
be found in /movies/29 on the CD-ROM. Both methods pursue differ-
ent approaches for the depth reconstruction from single images, taking
advantage of the particular properties of the observed particles.

The first method described here has been developed for the mea-
surement of size distributions of oceanic air bubbles. These are en-
trained to the upper region of the ocean by breaking waves where they
contribute to air-sea exchange processes. In order to monitor the bub-
ble populations, an optical sensor based on controlling the measuring
volume by depth-from-focus is used. A fast depth-from-focus algo-
rithm is essential to estimate size and position of bubbles for a suffi-
ciently large number of images.

The second technique has been developed in cooperation with the
research center of ABB Heidelberg and the University of Hannover. It
has been applied for in situ measurements of the concentration of cells
in a bioreactor during a fermentation process. In contrast to the first ap-
plication, which deals with particles of identical shape and brightness
but different size, the size of the microorganisms is almost the same for
all cells in the same biological state, but their brightness varies. There-
fore, the same depth-from-focus method cannot be applied to these
images.

Although different depth-from-focus approaches are necessary for
the two methods, both have in common that they concentrate on algo-
rithms that need only a single image in order to estimate depth. This is
due to the fast movement of the observed particles, by means of which
one-image methods benefit from easier handling of image acquisition,
because multicamera setups can be avoided.

29.2 Depth-from-focus based measurements

The calculation of size distributions from image sequences of parti-
cles requires knowledge of number and size of the observed particles
as well as knowledge about the measuring volume. Usually, the mea-
suring volume is determined by means of mechanical delimiters. This
gives a fixed and easily handled volume, but also causes flow distur-
bances that cannot be neglected. To overcome this problem, we use
the following approach: The basic idea of depth-from-focus based con-



29.2 Depth-from-focus based measurements 625

camera
measuring volume

CCD

particles

lens

images of particles
in different distance
to the plane of focus

Figure 29.1: Principle of concentration measurements with depth-from-focus.
The 3-D position of each particle is estimated by quantifying its particular de-
focus.

centration measurements is the use of a virtual measuring volume. The
camera looks freely into the medium, so that the volume defined by its
depth of field is much smaller than the volume observed. Both parti-
cles inside the measuring volume as well as particles located far outside
are imaged. The small depth of field then results in defocused imaging
for most particles. The 3-D positions of all observed particles are now
determined: The position perpendicular to the optical axis is directly
given by the gray-value center of the image of the particle, multiplied
by the magnification of the optics, while the position along the optical
axis (subsequently denoted by ’z-coordinate’) can be inferred from the
defocus (Fig. 29.1).

If the 3-D positions are known for a suitable long image sequence,
the boundaries of the measuring volume can be determined from these
data. If a particle is located too far away from the plane of focus, the
width of the point spread function1 becomes larger than the particle
itself. The image is than better described as a ’blurred image of the
PSF’ than a blurred image of the particle. Therefore no accurate mea-
surement can be done and these particles have to be excluded from
the measuring volume. This is done by specifying a minimum value
for a measure of the amount of blur. Mechanical delimiters become
obsolete to define the measuring volume and are replaced by a virtual
measuring volume whose boundaries are controlled by the minimum
sharpness criterion.

1The concept of describing defocus by convolution with a point spread function
(PSF), has been explained in detail in Chapter 4.7.1.
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To obtain the distribution of particle sizes, in addition to the 3-D po-
sition the size of each particle has to be measured. The size of blurred
particles is not a priori given and has to be defined in a suitable man-
ner. This by some means arbitrary measure of size is then combined
with the position to correct for the true size of the particle.

It is important to note that the use of depth-from-focus to measure
concentrations requires an adequate visualization method to image the
particles in a way suitable for the depth-from-focus technique.

29.3 Size distribution of air bubbles

This section describes the instrument for the investigation of oceanic
air bubbles with an optical sensor. Natural bubble populations spawn
a very large size range of several decades. In order to handle this fact
the sensor uses a system of three cameras, each one having a different
object-to-image ratio, thus observing different size ranges. A fast image
processing algorithm based on depth-from-focus is used to calculate
size distributions from the image sequences gained by the instrument.

29.3.1 Physical background

Increasing interest in the understanding of the global climate control-
ling mechanisms is also drawing more and more interest to investiga-
tion of transport processes at the air/water interface of the oceans.
Climate relevant gases are exchanged between the two reservoirs, con-
trolled by a thin boundary layer at the very surface. Under rough and
windy conditions, bubbles and bubble plumes are generated by wind-
induced breaking waves in the upper region of the ocean. During the
lifetime of a bubble plume, gases can be transferred without crossing
the boundary layer. Thus, gas exchange is enhanced in the presence of
bubble plumes. In order to study the underlying processes, it is nec-
essary to measure bubble concentrations and size distributions in the
laboratory under controlled conditions as well as in the ocean. Cur-
rently available models of bubble mediated air/sea gas exchange de-
pend on reliable estimates of the bubble populations, which are still
not available in sufficient numbers, as pointed out by Woolf [1].

29.3.2 Measurement principle

Several different techniques are known for the measurement of sub-
merged air bubbles. Best known are acoustical and optical techniques.
Acoustical techniques, which are based on sound attenuation and sound
speed variation, have the general problem of being disturbed by sound
reflections at the water surface. With the rapid development in video
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Figure 29.2: Light scattering by an air bubble in water.

technology, it seems appropriate to visualize individual bubbles with
CCD cameras, gaining advantage from the possibility to precisely mea-
sure bubble sizes and shapes from the images. Due to the large dif-
ference in the refractive index of air compared to the surrounding
medium, air bubbles show a strong light scattering (Fig. 29.2). In a
backlit illumination, most of the incident light is scattered away from
the camera lens, and therefore the air bubbles are imaged as dark ob-
jects. With no bubbles in the measuring volume, the bright background
of the undisturbed illumination is observed.
Natural bubble populations range down to bubble radii in the order of
10µm. To image these bubbles with a standard CCD camera having
a resolution of 240×512 pixels per field, macro lenses with object-to-
image ratios in the order of 1:1 are necessary. These lenses show a small
depth of field. Therefore, not all bubbles observed appear in focus, but
most of them are blurred due to defocusing. By quantifying the defo-
cus, we are able to correlate it with the distance of the bubble from the
plane of best focus. With that information, the 3-D world coordinates
of all bubbles observed during the measurement are known. Thus, it is
possible to calculate the true measuring volume in situ from the image
sequences, without the need to define it by mechanical delimiters using
the depth-from-focus principle (Fig. 29.1).

29.3.3 Description of the sensor

In recent years, we have developed several bubble measuring instru-
ments for laboratory measurements, based on the optical technique
described here (Geißler and Jähne [2, 3]). An enhanced version of the
instrument has been developed for near-shore measurements (Geißler
and Jähne [4]). Two major concerns have led to the development of this
multicamera sensor. First, the need to perform measurements in the
ocean was satisfied by integrating the instrument in a floating buoy.
The second major concern was the necessity to record bubbles of all
occurring sizes. Natural bubble populations typically show a very large
size range, spawning several orders of magnitude from 10µm up to
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more than 1000µm radius. This goal cannot be achieved with a sin-
gle camera if a good size resolution is to be maintained even with the
smallest bubbles. Therefore a multicamera setup has been chosen with
each camera having a different object-to-image ratio.

Illumination. The illumination consists of an array of LEDs, which are
pulsed frame synchronized with the cameras. A short pulse duration
of not more than 20µs is necessary to avoid any motion blur. With
an observed area of about 1.25×2.5 mm2 (smallest field of the three
cameras) and a camera resolution of 240×512 pixel per field in the
RS170 norm, a motion blur of less than one pixel is guaranteed if the
bubble velocity stays less than 30 cm/s. This is a very reasonable upper
limit for velocity of bubbles beneath the breaking waves.

Camera system. The camera system is the central part of the sensor.
It consists of three cameras with different magnifications. A head piece
with two beam splitters focuses all cameras at the same spot (Fig. 29.3).
This guarantees that the same volume is observed by all cameras. A
pair of achromatic lenses forms the optic for each camera. Because
all cameras use the same front lens, but have different back lenses,
all cameras have the same working distance. Aberrations caused by
the beam splitter cubes remain low because the cubes are located in
between the achromatic lenses, where the path of rays is nearly parallel.
The object to image ratios have been chosen to be 2:1, 1:1 and 1:2,
thus resulting in overlapping size ranges. This fact allows consistency
checks in the partial spectra obtained from the individual cameras. The
1:1 magnification matches the one-camera instruments, while the two
additional magnifications of 1:2 and 2:1 expand the size range towards
both ends of the spectrum.

Telecentric optics. As explained here, the position along the optical
axis of an air bubble is determined by its blurring caused by the lim-
ited depth of field of the optics. As it is not possible to tell if a blurred
bubble is located in front or behind the plane of focus, the two possi-
ble locations are indistinguishable. Therefore, it is important that this
ambiguity does not introduce errors in the size measurement. This
is achieved by using a telecentric path of rays (see Volume 1, Chap-
ter 4.6.3), where the aperture stop is located at the back focal point.
This causes the principal ray not to intersect the optical axis at the cen-
ter of the lens, but at the back focal point and therefore to be parallel
to the optical axis in object space. As result, the size of an object does
not change if it is moving along the optical axis. It is also important to
notice that the radius of the blur circle still increases with the distance
from the plane of focus, but not longer depends on whether the object
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Figure 29.3: Simplified sketch of the optical system. The two beamsplitters
distribute the light to the three cameras. All cameras use the same front lens,
but different output lenses—resulting in a set of object-to-image ratios of 1:2,
1:1 and 2:1.

RED (2:1) CAMERA GREEN (1:1) CAMERA BLUE (1:2) CAMERA 

Figure 29.4: Image of a well-focused air bubble in all three color channels.
Because the cameras are focused on the same spot, the same bubble is imaged
with three different magnifications.

is located in front of it or behind. Therefore the use of a telecentric
path of rays completely solves the ambiguity problem.

Image acquisition. An RGB color frame grabber is used to simulta-
neously acquire the images of the three cameras. For later processing,
the color images have to be separated into three different images. The
image sequences have been stored either digitally or on laser video disc
for later processing. An example image is shown in Fig. 29.4

Mechanical setup. To be able to operate underwater, and even at the
rough conditions underneath breaking waves, the sensor is protected
by two pressure cases, one containing the optics and cameras, the other
the light source. The cases are fixed on an aluminum frame that can be
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       1 m

Figure 29.5: Deployment of the bubble sensor mounted on the buoy.

mounted in the wave tank for laboratory measurements. To perform
measurements in the ocean, the frame can be mounted on a floating
buoy (see Figure 29.5). The buoy is linked by long cables to the image
acquisition computer and controlling electronics.

29.3.4 Data processing

Three parameters are necessary to obtain the concentration and size
distribution of the bubbles: the total number of bubbles observed dur-
ing measuring time, their size and the measuring volume. The mea-
suring volume is limited by the depth of field of the optics, which is
small compared to the distance between light source and camera sys-
tem. It can be calculated in an efficient manner by evaluating a sequence
of bubble images. This is possible taking advantage of the fact that
blurring increases with increasing distance of the object from the well-
focused position, and that due to the small depth of field significant
blurring occurs in the images. A depth-from-focus algorithm devel-
oped by the authors is used to quantify the amount of defocus. This
parameter is then used to calculate the bubble’s distance from the lo-
cation of exact focus. Then, we know the exact 3-D position for each
individual bubble. This set of position measurements in 3-D world co-
ordinates allows for the calculation of the measuring volume. Most
common depth-from-focus techniques need several images from the
same scene (Ens and Lawrence [5]), which can hardly be obtained from
fast moving objects. We have developed an algorithm that takes into
account the known shape of the objects and needs only one image. A
region-growing segmentation method is used to determine bubble sizes
[3, 6]. Together with the position measurement provided by the depth-
from-focus, the true size of the bubbles can be precisely measured even
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from blurred images. The algorithms used are described in detail in Sec-
tion 29.3.5. Although the image sequences have been stored for safety
reasons, the algorithm is fast enough to perform on-line processing on
a suitable Pentium-based system. Real-time processing should become
possible in the future with the use of MMX instructions.

29.3.5 Image processing and depth-from-focus

Position ambiguity. As already mentioned in the foregoing, it is not
possible to distinguish whether a bubble is located in front of or behind
the plane of focus. The calculation of the true size of a bubble from its
blurred size and the amount of blur does not result in an ambiguity of
the radius measurement, because a telecentric ray path has been used.
It is important to note that the position ambiguity cannot be resolved,
but handled with the appropriate optics.

The processing of the images to determine the size distribution con-
sists of two main steps: segmentation and depth-from-focus. Before
these steps are performed, a brightness normalization is applied to the
images to eliminate inhomogeneities and brightness variations of the
illumination.

Brightness normalization. A good understanding of the image for-
mation process and a normalization of the gray values, which is inde-
pendent of brightness fluctuations and inhomogeneities, is an essential
requirement for the depth-from-focus technique. The normalization is
done by applying a linear illumination model assuming that the mea-
sured gray values g(x) are further proportional to the irradiance I(x).
Then

g(x) = a(x)I(x)+ b(x) (29.1)

The unknown quantities b(x) and a(x) are obtained by taking a back-
ground image gb(x) with illumination switched off (I(x) = 0) and a
zero image gz(x), in which no bubbles are present (I(x) = I0(x)).

If we describe the objects by their light absorbing coefficient τ(x)
in the object plane (capitals denote object plane coordinates and small
letters denote image plane coordinates) their image is given by :

I(x) = v(x)
[

1− τ
(

x
Vg(z)

)
∗ PSFz(x)

]
(29.2)

with v(x) describing vignetting and Vgz being the magnification. Then,
the linear inhomogeneous point operation

n(x) = gz(x)− g(x)
gz(x)− gb(x) = 1− I(x)

I0(x)
= τ

(
x

Vg(z)

)
∗ PSFz(x) (29.3)

results in a normalized gray value n in the range of 0 to 1.
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Figure 29.6: Definition of the 1/q-area as the size of blurred objects. As an
example, the image shows a blurred object and its boundary given by the inter-
section with the 1/q = 0.4 plane.

Segmentation. The image processing step of the segmentation dis-
tinguishes objects from the background and calculates their apparent
(blurred) size. After the depth-from-focus calculation has been per-
formed, the apparent size is corrected to the true particle size. Because
blur causes the originally step edges of the objects to become flat, the
boundary of a blurred object is not a priori well defined. Therefore we
define the boundary to be at these locations where the gray value has
decreased to the 1/q-th of the maximum gray value (Fig. 29.6).

The method used to segment the bubbles is a two-step approach that
combines a presegmentation step with a fast region growing algorithm.
Bubbles within the largest possible size of the measuring volume show
a plateau with a gray value of 1 in the normalized image. At the very
border of that volume, the plateau shrinks to a single point. Beyond this
maximum distance from the focal plane, the width of the PSF exceeds
the size of the (well-focused) image of the bubble. For that reason it is
no longer possible to calculate size and depth from the blurred image
and, therefore, it is not necessary for the presegmentation to detect
those bubbles. Because all bubbles that may be within the measuring
volume have to show a maximum gray value of about 1 and the back-
ground has been made uniform by the normalization, presegmentation
can be carried out by a global threshold. It is important to note that the
value of the threshold does not affect the result of the segmentation,
as it is guaranteed that all bubbles within the measuring volume are
found as long as the threshold is within a sensible range, for example,
0.2 to 0.8.
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Figure 29.7: Final segmentation result of two images. The gray lines indicate
the boundary of the particles (obtained with 1/q = 1/e).

The exact boundary of a bubble is found by the second step, the
region-growing algorithm. This algorithm is a modification of a region
growing method developed by Hering et al. [6] and shall be briefly de-
scribed here. The initial step of a region growing segmentation is the
detection of seeding points as starting locations for the growing. With
our algorithm, seeding points are defined as the location of the gray-
value maximum of each object. The image is smoothed by a small bi-
nomial filter to reduce noise and therefore avoid mislocating the max-
imum due to random noise peaks. The region growing phase starts
with each seed defining different objects, which consist of this single
pixel each. Pixels are then added to the objects if their gray value is
larger as 1/q times the gray value of the initial seeding point and if
they are 8-neighbors of the current boundary line of the object. The
growing phase stops if no new object pixels can be found. The region
growing procedure causes the objects to be connected and to have the
correct size, regardless of their size in the starting image provided by
the thresholding. Figure 29.7 shows the final result of the segmentation
for several bubbles.

29.3.6 Depth-from-focus

A usual approach for depth-from-focus is to calculate a measure of
blur at each image point. Thus, a depth-map of the image can be cal-
culated which contains the distance from the plane of focus for each
pixel. This is only possible if more than one image of the same scene
is available, due to the impossibility of distinguishing between PSF and
object function from the gray value image (see Volume 2, Chapter 20).
Our approach differs from that of calculating a depth-map in that it
performs the object detection first and then does an object-oriented
depth-from-focus, measuring the amount of blur of complete objects.
This allows for a fast depth determination, suitable for the evaluation
of long image sequences.
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Figure 29.8: Radial cross section through the gray-value distribution of bubbles
at different distance from the plane of focus. The distances increases from left
to right.

A good integral measure of the blur of a particle is the mean gray
value gm on the segmented area. With increasing blurring, the edges
of the particles become less steep and, therefore, the mean gray value
decreases (Figs. 29.8 and 29.11).

The fact that the shape of the point spread function is independent
of the distance z allows the PSF to be expressed in terms of a general
shape function B(x) and a scaling factor Vp(z):

PSFz(x) = kB
(

1
Vp(z)

x
)

(29.4)

with the normalization factor k−1 = ∫
dxB(x). At the plane of focus

(z = 0) Vp is zero, resulting in a delta function for the PSF. This can be
used to analyze the behavior of gm in more detail.

All bubbles with the same ratio between the radius r ′ and the size
Vp of the point spread function have the same mean gray value gm,
because their images differ only in size and are of the same shape.
Thereby, r ′ = Vg(z)r is the radius of the well focused object of radius
r on the image plane. Thus,

Vp(z)
Vg(z)r

= consta gm = const (29.5)

Denoting the constant in Eq. (29.5) by γ(gm) and resolving the mean
gray value is given by gm(z, r) = γ−1(Vp(z)/r) and, therefore,

gm(z, r) = gm
(
Vp(z)
Vg(z)r

)
(29.6)

If we use a telecentric path of rays the magnification Vg becomes
independent from z, and with the use of q = 1/2 for segmentation, the
1/q-area represents the true size of the particles. Furthermore, Vp(z)
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Figure 29.9: Partial view of the calibration target.

is then a symmetric and linear function of z. Therefore, gm depends
only on the normalized distance z/r :

gm(z, r) = γ−1
(
a|z|
r

)
= gm

( |z|
r

)
(29.7)

29.3.7 Calibration

Calculating bubble size distributions from the image sequences with
the depth-from-focus approach requires that the instrument is care-
fully calibrated with a focus series of calibration targets of known size.
Patterson reticules were used as calibration targets. This standard tar-
get for microscopic calibration consists of a series of black circles in a
diameter range of from 18 µm up to 450 µm on a glass plate (Fig. 29.9).
Because Patterson globes are not absolutely accurate, the true size of
each circle has to be measured independently, for example, using a cal-
ibrated microscope. A black circle is a very good approximation of the
focused image of a bubble, since with the optical setup used in the ex-
periments more than 99.6 % of the incident light is scattered away from
the receiver. Nevertheless, the bright dot that appears in the center of
well-focused bubbles can be easily removed by applying a median filter
to the normalized image. In order to perform the calibration, an optical
bench is mounted on top of the device. The calibration target is then
fixed to the bench with a precision positioning table.

Depth series centered at the focal plane are taken with a step size
of 1 mm. Figure 29.10 shows the radii measured from different circles
of the Patterson target. Within the measuring volume, the difference
between the measured and the true radius is the order of 10 to 15µm,
which is about the size of one pixel. The variation of the mean gray
value with increasing depth is shown in Fig. 29.11. A linear model
g(z, r) = g0 −α(r)|z| fits well to the data. Because a small axis offset
and slight tilt of the target can often not be avoided, the axis offset for
each circle is corrected by finding the center of symmetry in its depth
series.
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Figure 29.10: Independence of the size of blurred bubbles with the distance
from the plane of focus. The thin lines indicate the maximum size of the virtual
measuring volume.

29.3.8 Calculation of particle concentration

Determination of the measuring volume. The decrease of the mean
gray value with increasing distance from the plane of focus can now
be used to define the measuring volume by a lower limit for gm. Only
bubbles with mean gray values above this limit are taken into account
for the calculation of the size distribution. Thus the linear dependence
of gm on the normalized distance

g(z, r) = g0 −α(r)|z| = g0 −α0
|z|
r

(29.8)

gives the volume boundary:

zmax = 1
α(r)

(g0 − gmin) = r
α0
(g0 − gmin) (29.9)

The measuring volume is then given by

V(r) = 2zmax(r)A0 (29.10)

with A0 being the area imaged by the CCD at the plane of focus. The
depth of the volume is controlled by the parameter gmin. It is important
to note that the volume depends on particle size and increases with
larger particles, because a large particle becomes less blurred compared
to a smaller particle if its image is convoluted with the same PSF.
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Figure 29.11: a mean gray value calculated for different Patterson globes; b
mean gray value versus normalized distance z/R. This validates the fact that
gm depends only on z/R.

Calculation of true particle size. As mentioned here, with a telecen-
tric path of rays the true particle size can be easily obtained from the
segmentation of the images. Due to the symmetry between particles
located at the same distance, but in front or behind the focal plane,
the intrinsic ambivalence does not cause an ambivalence in the depth
or size measurement and can be ignored completely. The situation is
different with standard optics where the aperture stop is not located
at the back focal plane of the lens system. Then, Vg depends on z and
the segmented size does not necessarily meet the true size. The fact
that there is a unique relation for the true radius r and the depth z
of an object to the two measurable parameters, gm and the segmented
radius rq can be used to solve the problem [7]. The relation between
the four parameters is obtained from the calibration depth series. The
values of the output parameters (r , z) are mapped on a regular grid
in the input parameter set (rq,gm) and used as a fast look-up table to
perform the calculation.

Size distributions. Segmentation and depth-from-focus result in the
knowledge of position and size of the particles observed in an image.
The data from a suitable long image sequence is needed to calculate size
distributions. The result of the segmentation of an image sequence is
shown in Fig. 29.12.



638 29 Size Distributions of Small Particles

Figure 29.12: Result of the segmentation of an image sequence. The dark gray
lines indicate the boundary lines of the bubbles.

Bubble size distributions were calculated from the numberN(r ,dr)
of bubbles found in the radius interval [r , r +dr] by

ψ(r ,dr) = N(r ,dr)
NIdrV(r)

(29.11)

where NI is the total number of images.
As an example, Figure 29.13a shows some sea water bubble size

distributions measured in the large wave tank of the Scripps Inst of
Oceanography. These measurements have been described in greater
detail in Geißler and Jähne [4].

29.3.9 Results and discussion

The sensor proved its ability to operate both in the laboratory as well
as in marine environments. In laboratory studies, the system has been
used to investigate bubble populations under artificial breaking waves.
The experiments have been performed in the large wave tank at Scripps
Institution of Oceanography, San Diego. Figure 29.13a shows the size
spectra measured by the three cameras. Towards the lower bubble
sizes, the different size ranges covered by the three cameras can be
observed. The camera looking at the smallest sizes is able to detect
the lower cutoff radius. In addition, comparative experiments using
an acoustical technique have been performed under the same condi-
tions by E. Terrill from Scripps institution of oceanography (see Melville
et al. [8]). The good agreement between the two methods is shown in
Fig. 29.13b. Mounted on the buoy, the sensor has been deployed from
the pier of Scripps Institution, both in the near-shore surf zone as well
as during a storm event in December 1996. The system behaved well
even in rough conditions.
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Figure 29.13: a Size spectra measured with the three cameras. Due to the dif-
ferent measuring volumes, the partial spectra do not match in absolute number.
b Comparison of bubble spectra measured by the optical and by an acoustic
method.

29.4 In situ microscopy

This second application of depth-from-focus based concentration mea-
surement has been developed in order to monitor cell concentration
and living biomass in bioreactors. Fermenters are widely used in the
biotechnical industry to obtain products by the enzymatic activity of
microorganisms. In many of these cultivations, the cell cultures re-
quire precise process control, homogeneity in the bioreactor, and high
sterility. One of the most difficult assignments is to measure the cell
concentration with an appropriate instrument under these conditions.

A depth-from-focus sensor using image processing to measure the
cell concentration has significant advantages over other techniques [9].
The defocus of the cell is used to determine a virtual measuring volume
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Figure 29.14: left: Sketch of a typical bioreactor; right: components of the ISM
probe.

from which absolute concentration can be inferred. This noncontact
approach avoids all the disadvantages caused by mechanical volume
delimiters, bypasses, or sampling. Living cells can be separated from
dead cells and other objects such as bubbles or particles by using the
fluorescence of the NAD(P)H. The NAD(P)H is an intermediate protein
of the metabolic chain and is, therefore, present only in living cells. To
realize this concept with automatic image processing and with a steam
sterilizable optical setup, a cooperation between Asea Brown Boveri
Corporate Research Center, Heidelberg, the Institute of Chemical En-
gineering, University of Hannover, and the Institute of Environmental
Physics, University of Heidelberg, was established.

29.4.1 The in situ microscope

Images of the cell suspension are made by means of a microscope im-
merged in the bioreactor, the in situ microscope (ISM). The in situ depth-
from-focus probe is housed in a stainless steel tubing, which was in-
serted into a port of the bioreactor (see Fig. 29.14b). A microscope
objective with a magnification of 100 and a numerical aperture of 0.95
was placed in front of the probe, separated from the interior of the
reactor by a quartz slide cover. The cells were rapidly intermixed by
a stirrer in the reactor. The illumination was made through the objec-
tive with a nitrogen laser at a wavelength of 337 nm and a pulse length
of 3 ns. The laser beam is coupled into the imaging light path by a
dichroitic mirror. The short illumination time is necessary in order to
avoid motion blur due to the fast movement of the cells in combina-
tion with the small field of view. The NAD(P)H molecules in the cells
absorb the laser wavelength and emit fluorescent light in the visible
range at 460 nm. Because of the weak fluorescence of the cells, a light
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a b

Figure 29.15: Typical images of cell concentrations of a 5×105 cells/ml and b
5× 108 cells/ml.

amplifying camera is necessary. Because NAD(P)H is an intermediate
product of the metabolism of the cells, only living cells are imaged and
errors in the determination of cell concentration caused by dead cells
are avoided. The cells (average diameter 5–6µm) are imaged as cir-
cular objects with an almost Gaussian shape (Fig. 29.15). The ISM is
described in detail in Suhr et al. [9], see also Schneider [10] and Scholz
[11].

29.4.2 Depth-from-focus algorithm

Image preprocessing. Due to the necessity of using a light amplify-
ing camera, the signal-to-noise ratio (SNR) of the images is very poor.
On the other hand, noise suppression is essential as the depth-from-
focus method makes extensive use of bandpass filters, which tend to
be noise sensitive. Therefore, noise suppression is the main step of
image preprocessing. As the sharpness of the cells is our indicator for
depth, it is not possible to use common smoothing filters to suppress
noise. Thus, a suitable adaptive smoothing filter was developed.

Adaptive smoothing. The goal of adaptive smoothing is to preserve
the sharpness of objects in the image. To achieve this aim, it is nec-
essary to smooth only along but not across the lines of constant gray
values. For that it is sufficient to know the direction of smallest variance
of the gray values at each pixel. In order to obtain this direction, the
local orientation is calculated from the local variance in different direc-
tions (compare Volume 2, Section 10.6). The local variance Varφ[g(x)]
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a b

Figure 29.16: a Original image. b Result of adaptive smoothing.

of the gray values g(x) in the direction φ is given by

Varφ[g(x)] = Eφ[(g(x)− Eφ(g(x))2]
with Eφ[g(x)] =

∫
Bφ(λ)(g(x + λeφ)dλ

(29.12)

as the weighted average of g in φ direction, eφ is the unit vector, and
B(λ) is a normalized weighting function. The local orientation is then
obtained from the variances in different directions φi by the vector-
addition technique introduced by Knutsson and Granlund [12]. It can
be shown that the use of four different directions with an angle of 45°
to each other results in a suitable accuracy of the calculation of the
orientation directionφ. The angle of the local orientation is then given
by

φ = 1
2

arc

(
Varφ0[ρ(x)]− Varφ2[ρ(x)]
Varφ1[ρ(x)]− Varφ3[ρ(x)]

)
, φi = iπ4 (29.13)

With this information, it is possible to smooth along the contour lines
of the objects in the image. Thus, the course of a contour line through
a pixel is evaluated for n pixels in both directions, considering an in-
terpolation between the grid points and an amount of robustness to
prevent breakout of the filter at departing values. In Fig. 29.16, an ex-
ample image smoothed, using the described method is shown.

Segmentation and separation. For image segmentation, the algo-
rithm already described in Section 29.3.5 has been used. Because the
depth-from-focus method needs to evaluate each cell separately from
the others to get its distance from the focal plane, a separation step
follows segmentation. The borderline of each cell in the label image is
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Figure 29.17: The first two ratios of the feature vector components.

evaluated and a plane fit through the gray values along the border line
is calculated. After that, each cell is embedded in an image and slightly
smoothed between fitted plane and edge.

Depth-from-focus on the Laplacian pyramid. As already discussed in
Volume 2, Chapter 20, there is no general solution for the depth-from-
focus problem. Knowledge about the observed objects and the optical
setup is a necessary requirement to get the desired information. In our
case, this knowledge is given by the fact that the used yeast cells are
objects of approximately similar size and shape and that an identical
optical setup with particles similar to the cells was taken to get the
calibration series. To get the information about the distance between
the cells and the plane of focus, a criterion is required from which
the desired depth could be evaluated. A bandpass decomposition can
be used to detect the suppression of high spatial frequencies with in-
creasing blur [11]. This approach and its realization with a Laplacian
pyramid has been introduced in Volume 2, Chapter 20; the Laplacian
pyramid is discussed in Volume 2, Section 4.4.3.

For each cell found by a previous segmentation step, a feature vector
is computed by summing the squares of each level of the Laplacian
pyramid. It is important to mention that the pyramidal feature vector
is calculated for each cell separately to avoid distortions by other cells.
The feature vector is, therefore, defined by its components

|L(k)|2 =
M−1∑
i=0

N−1∑
j=0

(L(k)i,j )
2 (29.14)
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Figure 29.18: a Cell concentrations during a fed-batch fermentation , where
nutrient solution is added constantly, and during a batch fermentation; b with
the only ingestion at the start of the fermentation.

whereby L(k) denotes the kth level of the Laplacian pyramid. The ratios
of the components of the feature vector

Oi,j = tanφi,j = |L(j)|2
|L(i)|2 i, j ∈ [0,1, ...,n] ∀i 6= j (29.15)

are independent of the object brightness and can be used as the final
defocus measure.

To get the correct distance of a cell, we have to compare the ratios
of the components of the feature vector with the ones of a calibration
series using a standard particle. Figure 29.17 shows the ratios of the
second and the third component to the first of such a series, determined
for a calibration sequence of latex particles with 4.5µm diameter, which
are very similar to yeast cells in shape and size. A precise translation
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stage was used to move latex particles embedded in gel in z-direction
in steps of 0.5µm. The identical optical setup as used for the imaging
of the cells was used to obtain this calibration series. It could be seen
that the ratios are almost symmetric around the plane of focus and that
the curves could be well approximated by a Gaussian. It is, of course,
not possible to differentiate between a particle in front of or behind the
plane of focus with this method.

29.4.3 Cell concentrations during fermentation

The described method to get depth-from-focus was tested successfully
with some standard series. Furthermore, during a 24-h fermentation
process, about 25,000 images were stored with a laser video recorder
and offline probes were taken. At the beginning of the cultivation, an
image was taken every 2 s, later this interval increased with the concen-
tration of the cells up to 10 s. Figure 29.18 shows the concentration
curve of the yeast cell cultivation in the course of two fermentations.
It can be seen that the results of the depth-from-focus technique corre-
spond well to those of an offline measurement, taken for control pur-
poses. During fermentation, a slight decrease in cell size with time
could be observed. This drift in size causes an error in depth recovery
and, therefore, in concentration measurements. However, this error
can be compensated by a correction based on an interpolation of the
slope of the volume-concentration profile of the series [11].
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30.1 Introduction

Anthropogenic climatic changes, caused by an increasing concentration
of several trace gases like CO2 in the atmosphere—the so-called green-
house effect—enhanced public interest in environmental research. A
crucial question is whether the ocean can act as a reservoir for such
trace gases and dampen the effect of high CO2 emission. The research
field air-water gas exchange is dedicated to this topic.

The most important parameter of the air-water gas exchange is the
transfer velocity k. It indicates the velocity of a hypothetical gas column
that penetrates into the water via the air-water interface. It takes several
hours to measure k by classical methods. The fluorescence imaging
methods described here make it possible to measure k instantaneously.
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The dependence of k on wind speed and water surface films has been
investigated intensively in recent years. But until now the mechanisms
controlling this transfer process are not well understood. A thin layer
(20-300 µm) at the phase boundary, the aqueous mass boundary layer,
limits the exchange because turbulence, which are the most effective
transport process can not cross the phase boundary. Several models
have been developed to describe the gas transfer theoretically: stag-
nant film model, small eddy model and surface renewal model. They
explain the gas exchange in the boundary layer by molecular diffusion,
turbulence or a combination of both. Fluorescence imaging methods
of the last years [1, 2] are able to visualize time resolved 2-D concen-
tration profiles of in-water dissolved gases. Thus they give significant
insight into the processes of the gas exchange going on in the boundary
layer. Direct visualization makes it possible to distinguish between the
different models by comparison with the measurements and to alter or
develop new models if necessary.

How does the fluorescence technique work? It is based on the vi-
sualization of gases that would be invisible when dissolved in water
under normal circumstances. A fluorescence indicator dye is diluted
in water. A light source excites dye molecules. If the used light source
is a laser, the technique is named laser-induced fluorescence (LIF, see
Volume 1, Chapter 12). Excited molecules relax to the ground state and
emit fluorescence light. The intensity of fluorescence emission of the
dye is linearly proportional to the local pH value of the solution. Acid
or alkaline gases undergo a chemical reaction with water and change
the local pH value of the solution. Therefore, the gas is detected by
local changes of the fluorescence intensity. It is a direct measure for
the concentration of the gas.

In earlier approaches the fluorescence intensity was measured by
photocells or photomultiplier tubes. The development of charge cou-
pled devices (CCD) opened new opportunities. Now fluorescence inten-
sities are imaged over entire areas. Thus spatial resolution is enor-
mously improved. The transfer velocity k is proportional to the slope
of the concentration profile at the air-water interface, which can be ex-
tracted from the images.

The first section of this chapter gives a historical review of the fluo-
rescence imaging of air-water gas exchange. The approaches of differ-
ent research groups are summarized. Image processing tools became
very important in the latest experiments of Münsterer [2] and Eichkorn
[3]. In the main section of this chapter optical arrangement, image
capture, image processing, and the results of those experiments are
described. This chapter ends with a summary and a critical discussion
of the possibilities and limits of image processing, results, and future
goals.
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30.2 Historical review

Hiby [4] developed the first fluorescence method to measure the mass
transfer at the Rheinisch Westfälische Technische Hochschule Aachen.
Many members of the group publicized their results [5, 6, 7]. They ex-
amined the absorption of NH3 in falling-film columns, where a thin liq-
uid film runs down at a vertical wall under the influence of gravity. The
fluorescence was excited by a mercury vapor lamp. Acridin was used as
a fluorescence indicator because this dye’s emission is independent of
the pH value at a wavelength of about 450 nm. At any other wavelength
its emission is linearly proportional to the pH value. An optical beam
splitter and interference filters allowed detection of the two different
wavelengths of the emission spectrum (the pH independent one and a
pH dependent one) by secondary electron multipliers. Those two sig-
nals and the gas concentration in the air were used to calculate the gas
concentration in the fluid phase. Fick’s second law allowed calculation
of the effective diffusion coefficient. These were used to determine the
water-side mass transfer coefficients. The dependence of NH3 absorp-
tion on the Reynold’s number of gas and liquid was investigated.

Pankow and Asher [8] and Asher and Pankow [9] described an imag-
ing technique to measure the dependence of the transfer velocity k on
the system turbulence. Turbulence of reproducible intensity and scale
was generated in a grid stirred tank. With a laser as light source very
high sensitivity and spatial resolution were obtained. An argon ion
laser beam illuminated the fluorescence of diluted dichlorofluorescein
(DCFS) in a defined path parallel to the water surface. Silicon photocells
recorded the intensity of the laser-induced fluorescence. Assuming a
linear concentration profile, the knowledge of the CO2 concentration at
the interface and the CO2 concentration from the fluorescence intensity
signal were sufficient to calculate k.

Asher and Pankow [10] used an argon ion laser beam penetrating the
water surface perpendicular to the top. To eliminate the DCFS fluores-
cence from the bulk a second dye that strongly absorbs the excitation
light was added. The fluorescence light at the water surface showed the
integrated intensity of light over the depth of the boundary layer. This
signal was detected by photocells from the top. The technique allowed
for study of the temporal and spatial fluctuations of the CO2 concentra-
tion. The result was that a surface layer prevents the turbulence eddies
from completely renewing the gas-liquid interface.

At the University of Illinois, Urbana-Champaign, a different tech-
nique was developed. It measures the concentration of dissolved oxy-
gen in water [11]. Oxygen perturbs the excited states of the fluorescent
dye, pyrenebutyric acid (PBA) and quenches its fluorescent lifetime. The
loss of fluorescence light is a function of the dissolved oxygen concen-
tration. A nitrogen laser excited the fluorescence at a wavelength of
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337 nm. A CCD camera detected changes of the oxygen concentration
simultaneously at different locations along a line perpendicular to the
interface. The optical axis was parallel to the interface. The area of
interest is magnified by a lens system. For the first time a 1-D con-
centration profile was visualized. The spatial variation of oxygen was
examined. Duke and Hanratty [1] expanded the laser beam by a cylin-
drical lens to generate a small laser light sheet and to visualize a 2-D
concentration profile.

At the circular wind/wave facility, Heidelberg, Münsterer [12] used
fluorescein and an argon ion laser to measure 1-D concentration pro-
files with a high temporal and spatial resolution. Münsterer et al. [13]
generated a light sheet by scanning the laser beam with a mirror. The
light sheet was used to visualize a 2-D concentration profile parallel
to the wind direction and perpendicular to the water surface. Exper-
iments with different gases (HCL, NH3 and CO2) were carried out by
Münsterer [2] and Eichkorn [3]. For the first time events of surface
renewal were detected. An event of surface renewal is an eddy that
sweeps through the boundary layer and transports high concentration
fluid into the bulk. The transfer velocity and the spatial and temporal
variation of the concentration were examined. The experimental setup
and the computer vision aspect of those experiments are described in
the following section.

30.3 LIF measurements of concentration fields

The circular wind/wave facility at the Institute for Environmental Phys-
ics at the University of Heidelberg is a 30-cm wide and 70-cm high gas-
tight annular channel with an outer diameter of 4 m. Wind is generated
by a rotating paddle ring up to a speed of 10 m/s. Figure 30.1 shows
a sketch of a cross section of the channel at the position of the LIF
experiments.

The gas exchange between air and water is in equilibrium when the
partial pressure of a gas is the same in both media. The same quantity
of the gas invades the water and leaves the water per unit of time.
To measure the transfer velocity a disequilibrium is necessary. One
possibility is to increase the concentration of the gas in the air space.
Thus more gas invades the water and the concentration profile of the
gas is dependent on the depth. In the experiments described here a
defined amount of the gas of interest could be let into the channel via
a flowmeter.
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Figure 30.1: Cross section of the wind/wave flume at the position used in the
LIF experiments. The window at the outer side of the channel is tilted to avoid
optical distortions.

30.3.1 Experimental setup

During the LIF experiments the water height was 25 cm. Fluorescein
was added to the deionized water to form a 2×10−5 M solution.

Figure 30.2 shows the experimental setup for the LIF measurements.
Fluorescence is excited by a water-cooled 1 W argon ion laser emitting
a wavelength of about 488 nm. The beam travels through a fiber optic
cable and a collimator, and is then directed by two mirrors. It pierces
the water surface perpendicular from the topside. A Galilean collima-
tor focuses the beam on the water surface, resulting in a spot size of
250µm diameter. The laser beam is scanned by an optical scanner mir-
ror. The scanned beam forms a 2-D light sheet with a depth of 250µm
and an adjustable width. Scanning the laser beam instead of widening
it avoids motion blur. The edges of the light sheet are brighter because
they are exposed to the laser beam for a longer time. The best way to
get rid of this problem is to generate a light sheet of about 1 cm width
and picture only the inner part of the sheet. The scanner mirror has
to be in-phase with the camera. The image has to be grabbed when
the laser is at its turning point. Thus the laser sweeps over the imag-
ing area just before the image capture and the horizontal brightness is
homogeneous.

A digital CCD camera (Dalsa CA-D1) with 256×256 pixel pictures
a 4×4 mm region with a frame rate of 200 frames/s. The frames
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Figure 30.2: Experimental setup: A scanner mirror generates a laser light sheet
that pierces the water surface perpendicular from the topside. A 4×4 mm sec-
tion of the light sheet including the water surface is imaged by a CCD camera
through an achromatic lens and an f-theta lens. The complete optical setup
is tilted approximately 8° to the horizontal to avoid distortion by adhesion ef-
fects at the window. The second scanner mirror and the line array camera are
necessary for the optical wave follower (Section 30.3.2).

were read out digitally via the digital camera interface of a Hyperspeed
Technology XPi860 extension board. This board was equipped with
128 MByte of RAM memory allowing acquisition of 1800 frames, a se-
quence of 9 s. The imaging system consists of an f-theta lens (Sec-
tion 30.3.2) with a focal length of 25 mm and another achromatic lens
of the same focal length resulting in a 1:1 reproduction. Achromatic
lenses are optimized for a setup where the image and the object each
are in the focal plane of the subsequent lens. Therefore the light sheet
and the CCD chip of the camera were in the focal plane of the respective
lenses. The optical axis was tilted 8° to the water surface. This was nec-
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essary to minimize shading of the measuring section by deeper wave
troughs in the foreground. This tilting produces a total reflection that
is helpful to find the water surface position by means of image process-
ing. The images were taken through a 8° tilted window to avoid optical
blur. The optical resolution was 16µm, similar to the pixel distance of
the camera.

Additional equipment included two PT-100 sensors, which measured
the temperature of air and water and a Corning pH meter.

30.3.2 Optical wave follower

In the Heidelberg flume the waves can reach a peak-to-peak height of
10 cm. At a wind speed of only 2 m/s the water surface travels out of
the 4×4 mm image section. To measure at higher wind speeds, two
different approaches have been followed:

The easier way was to use the surfactant Triton X-100 in a 5×10−6 M
dilution to suppress waves and turbulence at the water surface. Triton
X-100 is a highly soluble surfactant commonly used for gas exchange
studies [14]. It generates a monomolecular layer on the water surface,
which is no resistance for the gas exchange. Transfer velocities at low
wind speeds are found to be the same with and without surfactant.
At higher wind speeds the gas exchange rate with surfactant is signifi-
cantly smaller because turbulences that enhance the gas exchange are
suppressed.

Organic monomolecular surface films are often present in coast-
al waters. Using a surfactant in the lab simulates such circumstances.
With Trition X-100, measurements of the gas exchange rate at a smooth
interface could be conducted up to a wind speed of 7 m/s.

The second way was to keep the water surface in the imaging range
with an optical wave follower. Münsterer [12] first constructed an op-
tically driven wave follower with a scanning mirror in the optical path
of the imaging CCD camera. Münsterer [2] used the following setup:
to avoid optical distortions caused by the scanning mirror an f-theta
objective was used (Fig. 30.2). The f-theta lens was manufactured by
Rodenstock, Germany. It is a so-called flat field lens, which describes
its task quite accurately. The problem with using a scanning mirror is
first that the focal plane is a spherical shell instead of a flat plane (CCD
chip). Second, optical distortions beyond a scanning angle of 3° are un-
acceptably high. The f-theta lens takes care of both of these problems.
The focal plane is projected back on a flat field and scanning angles of
up to ±25° are acceptable.

A line array camera in the air space on the inside of the flume
(Fig. 30.2) pictures a vertical section of the laser light sheet, including
the undulated water surface. The output signal of this line array camera
is connected to an adjustable comparator thresholding the wave height



654 30 Fluorescence Imaging of Air-Water Gas Exchange

signal. This comparator gives a 0 V signal for rows read out of the array
before a peak was detected (air). When the intensity signal associates
with the fluorescence signal (water), the output signal switches to a pos-
itive TTL high signal. This TTL signal is connected to a data acquisition
board in a second PC. The board was programmed to calculate the wave
height from the incoming TTL signal and drive a scanner mirror in the
optical path of the imaging optics. Thus the scanning mirror follows
the wave motions up to a wave height of 10 cm.

The line array camera triggers all the other equipment after every
read-out event. Its frequency was adjusted to the frequency of the im-
age acquisition and to the scanning frequency for the laser light sheet.

30.3.3 Combined fluorescein/oxygen quenching experiments

Münsterer et al. [13] described a very interesting way to visualize pro-
files of two different gases simultaneously at the same location. Si-
multaneous measurements help to detect possible systematic errors
and offer the chance to learn more about the underlying gas exchange
mechanisms.

The fluorescein method described here was combined with the oxy-
gen quenching method mentioned in Section 30.2 [11]. The water con-
tained two dyes, fluorescein and PBA. Experiments showed that the two
dyes (the two methods) exhibit a high degree of chemical and optical
compatibility. Fluorescein fluorescence is neither affected by the pres-
ence of PBA in the solution nor significantly stimulated by the N2 laser,
which excites the PBA fluorescence. The fluorescence of fluorescein
also shows only neglectable quenching by oxygen. The PBA fluores-
cence is not affected by the local pH value of the solution and is not
stimulated by the argon ion laser.

The experimental setup shown in Fig. 30.2 was expanded by a ni-
trogen laser, two dichroic mirrors and an additional camera. The first
dichroic mirror allowed the two laser beams to travel the same opti-
cal path. The nitrogen laser beam was not scanned, resulting in a 1-D
oxygen concentration profile. The pulse rate of the nitrogen laser was
15 Hz. A second dichroic mirror in the imaging optical path in front of
the Dalsa CCD camera allowed for capturing the PBA fluorescence (the
oxygen concentration profile) with a second camera, a standard NTSC
camera.

The time resolution of 15 frames/s of the oxygen quenching tech-
nique impedes the investigation of dynamic processes. A thermoelec-
trically cooled high resolution camera [1] should have been used. The
experiments showed that the two techniques cannot be combined when
HCL is used as an initiator for the fluorescein method. The PBA fluores-
cence was seriously quenched in the presence of HCl. Runs with NH3

as an initiator provided too small transfer coefficients. For a combina-
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Figure 30.3: Raw image: a vertical light sheet parallel to the wind direction is
pictured. The dark line (highest gas concentration) represents the water surface.
The upper part of the image pictures the total reflection and the lower part the
2-D concentration profile. The dark dots are the consequence of dirt on the CCD
chip. CO2 was used as initiator. A 1-D gray-value profile along the dotted line
is shown in Fig. 30.4.

tion of both techniques another acid or alkaline gas has to be found.
Measurements with only fluorescein provide good results with HCl and
CO2.

30.3.4 Images and image processing

The result of a measurement run is a sequence of 1800 raw images.
In Fig. 30.3 an example of such a raw image is shown. It pictures a
4×4 mm section including the air-water interface, representing a cross
section parallel to the wind direction. The irregular dots are the con-
sequence of dirt particles on the CCD chip of the camera. The water
surface is represented by a dark line corresponding to the highest CO2

or HCl concentration. Using NH3 for alkalinity would illuminate the in-
terface and boundary layer. Without the additional CO2 concentration
in the air space of the channel one would see a nearly homogeneous
gray value in the whole picture. The absorption would cause a small
decrease in the water depth. The upper part of the image is a total re-
flection, resulting from those imaging rays that would pierce the laser
light plane in the air space. Those rays are reflected at the water sur-
face because of the forementioned 8° angle and thus the image of the
laser light sheet is seen. The part below the water surface line is the
measurement signal.

The diagram in Fig. 30.4 shows a plot of a 1-D gray-value profile
along the dotted line in the raw image (Fig. 30.3). The left part repre-
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Figure 30.4: One-dimensional gray-value profile (high gray values indicate
high gas concentration) along the dotted line of Fig. 30.3. The left-hand side
represents the total reflection. Following the profile on the right-hand side of
the water surface the steep increase of the gray value indicates the decreasing
gas concentration with water depth in the boundary layer. The smaller decrease
of gray value is the result of the absorption of laser light by dye molecules in
the water. The gas concentration in this region, called “bulk,” is constant.

sents the total reflection. The position of the water surface is marked.
Following the profile to the right the steep increase of the gray value
with the water depth in the boundary layer can be seen. This is the
interesting signal. The decrease of the gray value deeper in the water
signifies the absorption of the laser light by dye molecules. In this bulk
area gas concentration is constant. The decrease due to absorption
falsifies the measurement signal and has to be corrected.

The image processing was done with the software platform heurisko.
It provides standard image processing operators and provides the pos-
sibility of developing new operators. Those operators simplify the de-
velopment of image processing algorithms.

The first aim of image processing was to remove the mentioned dots
on the raw images. Dirt particles cause a big contrast in gray value in
comparison to the background. The following operator works as a high-
pass filter: subtracting a smoothed image from the raw image delivers
a mask in which the dots are segmented. This mask was eroded to
prevent segmentation errors. The next step was to multiply it with a raw
image, resulting in an image with gray values of zero at the places where
the dots had been and valuable information at all other places. Finally,
a normalized convolution was performed with this image, generating
a smoothed image without dots. Such a smoothed image is presented
in Fig. 30.5. A comparison of the raw image and the smoothed image
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Figure 30.5: Image of Fig. 30.3 after removing dirt particles with the mentioned
smoothing algorithm. The error of this operation is less than 1%.

Figure 30.6: Image processing steps.

showed that the measurement signal was falsified by this operation
with an error of less than 1 %.

The next section addresses the question of how to find the water
surface position. In the 1-D gray-value profile of Fig. 30.4 one can see
that the water surface is represented by a local minimum of gray value,
due to total reflection. A minimum operator detected the approximate
surface position. The exact position of the water surface in each row
of the image was found by fitting a parabola in the gray value profile
in the area close to the approximated surface position. The surface
position was moved to the top of the image. An averaging over the
whole sequence was performed with the images processed this way.

Münsterer [2] implemented an algorithm combining symmetry fil-
ters and a second derivative finder with fuzzy logic to find the position
of the water surface at a wavy interface.
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Figure 30.7: The dependence of the transfer velocity k of CO2 on the wind
speed. Comparison of results of LIF experiments with classical measurements
[15, 16] and theoretical studies [17].

The laser light is absorbed by dye molecules. That is why fluores-
cence intensity decreases with water depth. This absorption is cor-
rected in the smoothed, averaged images as the last step of the image
processing. All steps are summarized in Fig. 30.6. The result of the pro-
cessing is a mean profile of a sequence. The slope at the water surface
was used to calculate the transfer velocity k. Using CO2 as an initiator
makes further calculations necessary because of its slow reaction in the
water [3].

The tools presented here to calculate an average transfer velocity
of a sequence were complemented by analyses of the temporal devel-
opment of the concentration profiles in a sequence (see, e.g., Fig. 30.8,
detection of surface renewal events) and comparison of the shape of
the concentration profiles with profiles predicted by models.

30.3.5 Results

Figure 30.7 shows the gas transfer coefficient k of CO2 plotted ver-
sus the wind speed measured by Eichkorn [3] with LIF compared to a
theoretical curve and to classical gas exchange measurements. They
correspond well.

The most breathtaking result of the LIF method described here is the
direct observation of surface renewal events. No other method before
could reveal such an insight into the processes in the boundary layer.
Those events are turbulence eddies that nearly reach the water surface
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Figure 30.8: Sequence of LIF images with the wind coming from the right. The
time step between the images is 1/180 s. The images are transferred into the
frame of reference of the undulated water surface. The sequence shows a large
eddy sweeping through the boundary layer transporting high concentration
fluid into the bulk. After the first eddy a second one can be seen. Both of these
eddies reduce the boundary layer thickness to almost nothing.

and sweep parts of the water surface and the boundary layer into the
bulk and, therefore, replace the gas concentration at the surface by the
concentration in the bulk. They occur statistically, and the number of
events increases with increasing wind speed. The stagnant film model
postulates that no eddies are present in the boundary layer and can
therefore clearly be abandoned. The surface renewal model postulates
such statistical events and is supported by this observation. In Fig. 30.8
six consecutive images of a sequence are presented. The images are
transferred into the frame of reference of the undulated water surface.
The sequence shows a surface renewal event. A large eddy sweeps high
concentration fluid into the bulk. After the first eddy a second one can
be seen.

The shape of the concentration profiles showed a better correspon-
dence with the predictions of the surface renewal model than with those
of the small eddy model. The difference in gas exchange mechanisms
between a wavy and a flat interface seems to lie in the penetration
depth of surface renewal events. The measurements show that for a
wavy interface the surface renewal events can penetrate up to the wa-
ter surface. Although surface renewal is also seen for a flat interface,
penetration to the very surface is not observed.
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30.4 Critical discussion and outlook

The LIF method utilizes image processing tools for a closer look at na-
ture’s processes going on at the air-sea interface. The image sequences
give new insight into these processes. The variety of results and con-
clusions presented could not have been acquired with classical meth-
ods. Such successes enhance interest in further investigation. There
are several ideas to improve the system.

Future experiments should focus on better resolution and an under-
standing of the 3-D structure of turbulence effects. A 2-D light-sheet
technique cannot completely reveal the spatial structures of turbulent
eddies. Small circulation cells with their rotational axis in wind direc-
tion were reported by Haußecker [18]. Expanding the current setup into
a true volume visualization technique could reveal the nature of these
structures and their influence on gas exchange. This is quite compli-
cated but an easy first approach could be to tilt the laser light sheet
to an angle of 90°, enlighten a plane perpendicular to the wind speed,
and examine the structures in this plane. For both planes experiments
with a magnification different than 1:1 could be carried out to visualize
a bigger section of the area of interest.

Improving the image processing tools for image sequence analysis
could increase the understanding of surface renewal effects. At this
point burst phenomena can only be observed qualitatively. With so-
phisticated image sequence analysis tools tracking and quantification
of single effects seem to be possible.

An online calculation of the local transfer velocity could be devel-
oped. This would provide the possibility of measurements over a long
period of time and experiments with continuous wind variation. The
examination of the eddy structure and their dependence on the wind
speed needs further investigation.

Jähne et al. [19] propose a variation of the method, which is in devel-
opment right now. The camera visualizes the water surface from above.
The laser light sheet is perpendicular to the water surface so the cam-
era sees a line that consists of the fluorescence light originating from
all different depths. A spectrometer analyzes this light. A second dye
in the water strongly absorbs in the range of emission of fluorescein.
Because of the second dye the shape of the observed fluorescence spec-
tra is dependent on the length of the path the light traveled through
the water. With adequate calculations it seems to be possible to ob-
tain depth resolved profiles of the boundary layer. With this new setup
simultaneous measurements with the controlled flux technique (CFT,
[18]) are feasible.
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31.1 Introduction

The need for quantitative flow field analysis has led to the develop-
ment of various types of instruments. In most cases the measurement
techniques were restricted to a single point in physical space, such as
laser doppler anemometry (LDA. In recent years the rapid advances in
computer technology enabled the extension of measuring techniques
to two and three dimensions for standard applications.

Flow visualization techniques can be classified from different points
of view. First, they can be distinguished by the method to make the
flow visible. Either discrete particles or continuous tracers, such as
fluorescent dyes using laser induced fluorescence (LIF), can be used to
mark the flow field. Widely used in biological science (see Volume 1,
Chapter 12), fluorescent tracers are also well-suited to observing mixing
processes [1, 2, 3] and exchange processes. For an example, refer to air-
water gas exchange in Chapter 30.

Second, we can differentiate flow visualization techniques by the
type of velocity information that is obtained. Some techniques, such
as particle-imaging velocimetry (PIV, for a review see Grant [4]) and
least squares matching techniques [3] yield dense velocity fields. These
techniques require, however, either a continuous fluorescent tracer or
dense particles. With fluorescent tracers volumetric images must be
taken so that only slow flows can be observed.

In contrast, particle-tracking velocimetry (PTV) does not yield dense
velocity fields. The motion of individual particles is measured directly.
In order to be able to track the particles, the particle concentrations
must be much less than with PIV techniques. PIV techniques do not
evaluate the velocity of individual particles, but correlate small regions
between two images taken shortly in sequence.

For comparison of the different techniques it is important to note
that Eulerian and Lagrangian flow fields are to be distinguished. Eu-
lerian flow field measurements (see Adrian [5]) give the flow field as a
function of space and time. This is the flow field that is obtained by
PIV technqiues. Particle-tracking velocimetry provides—besides the Eu-
lerian flow field— also the Lagrangian representation of the flow field.
Each seeding particle is traced along its trajectory within the illlumi-
nated area. This path of an individual fluid element as a function of
space and time is known as the Lagrangian flow field. The path x of a
fluid element can be expressed as a function of the initial starting point
x0 and of the elapsed time t − t0

x = x(x0, t − t0) (31.1)

Its velocity v is given by

v = v(x0, t − t0) = ∂x∂t (x0, t − t0) (31.2)
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Most PTV techniques use streak photography (see Hesselink [6]) as
a tool for the determination of the flow field. The velocity field can be
obtained by measuring length, orientation and location of each streak
(see Gharib and Willert [7]). The length is commonly calculated from
the end points of a streak, where the streaks are detected by a seg-
mentation algorithm. This approach to PTV is only feasible at low par-
ticle concentrations of up to typically a few hundred particles/image
(see Gharib and Willert [7], Adamczyk and Rimai [8]). Frequently used
by many authors is a physical model which employs an interpolation
scheme for identifying the same particle in the next image frame; see
Section 31.4.

This chapter is restricted to PTV techniques because they yield both
Eulerian and Lagrangian flow fields. They are also more suitable than
PIV techniques with dense particle concentrations to be extended to
true 3-D flow measurements. While standard PIV and PTV techniques
give only a snapshot of the 2-D velocity field in a plane, we discuss
in Section 31.3 the image processing techniques to track particles over
long sequences of images. These techniques do not work with the stan-
dard thin laser illumination sheets because the particles leave this thin
sheet too quickly to be tracked over an extended period of time. Thus
we discuss several alternative illumination techniques in Section 31.2.

PTV techniques result in both Eulerian and Lagrangian flow fields
and therefore allow to study the dynamics of the fluid flow. The flow
fields still contain only a 2-D velocity restricted to a planar cross sec-
tion involving one temporal and two spatial coordinates. In contrast,
stereoscopic PTV (Section 31.4) yields 3-D flow fields in a volume, that
is, the complete information of the physical space, which involves three
spatial and one temporal coordinates.

31.2 Visualization

The visualization is part of the experimental setup. The aim of the visu-
alization is to make the physical properties of a system optically visible.
In the case of flow visualization either seeding particles or bubbles are
placed in the fluid and illuminated by a light source with an optical lens
system. The CCD camera then records the area of interest. In this way
the seeding particles or bubbles represent the flow field of the liquid.
An example of such a setup for particle-tracking velocimetry is shown
in Fig. 31.4 and will be discussed more detailed in the next section.

The choice of the seeding particles has a major influence on the
setup of the experiment. In Section 31.2.4 the properties of transparent
seeding particles are discussed.
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Figure 31.1: Seeding particles in a light sheet illumination. Due to the exposure
time of the camera particles in motion are visualized as streaks.

31.2.1 Setup for particle-tracking velocimetry

The visualization in classical PTV uses a light sheet which cuts out a
small slice of the fluid. The light sheet is typically generated by a laser
scanner or by a bright light source with an optical system. For PTV a
bright halogen lamp with a cylindrical lens and an aperture is of advan-
tage. Due to the time of exposure of the CCD and the constant illumi-
nation, the seeding particles or bubbles are imaged as streak lines (see
Fig. 31.1). The streak lines possess properties which are used in image
sequence analysis (discussed in Section 31.3.3). Furthermore, the depth
of the light sheet has to be chosen in such a way that the seeding par-
ticles stay long enough in the illuminated area to enable the tracking.
This kind of illumination is only useful if there is a main flow direction
and the light sheet is aligned in this direction.

31.2.2 Setup for stereo particle-tracking velocimetry

Flow dynamics in liquids is one of the areas in which spatiotempo-
ral aspects govern the physical properties of the system. Following
a tracer—such as seeding particles—over a sequence of images in the
three dimensional space of observation yields the complete physical
spatiotemporal information. From this the flow field pattern in space
and time can then be reconstructed. As compared to the PIV method
(see Grant [4]) where vector fields are resolved only for one time inter-
val from a pair of images, the tracking of particles results in the flow
field during a larger time span in Lagrangian coordinates.

Stereo PTV extends the classical, 2-D PTV methods to three dimen-
sions. Therefore, the illumination should not be restricted to a light
sheet but must fill an entire measuring volume. Typical setups for PTV
and stereo PTV applications are presented in the next section.
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Figure 31.2: Scheme of the water-filled bubble column and visualization for
stereo PTV of the flow of water around bubbles with fluorescent tracer particles.

31.2.3 Applications for stereo particle-tracking velocimetry

Generally, PTV methods are applied in applications where dynamic pro-
cesses are investigated. Sample applications in a gas-liquid reactor and
in a wind-wave flume are shown in the next two sections.

Example 31.1: The gas-liquid reactor

In the chemical industry, many process operations depend on complex
multi-phase flow processes. A setup for the measurement of the wa-
ter flow around the bubbles in a gas-liquid reactor is show in Fig. 31.2.
Air bubbles move from the bottom to the top. The flow field of the
liquid is visualized by fluorescent seeding particles (90µm diameter)
as tracers. The wavelength shift between the blue light exciting the
fluorescence and the green fluorescent light makes it possible to sup-
press the light directly reflected from the bubbles with an appropriate
colored glass filter. The motion of the bubbles can be measured with
a second setup (not shown in Fig. 31.2) using a blue filter that passes
only the blue light of the light source.

Example 31.2: 2-D flow visualization in a wind-wave flume

Another sample application of PTV is the study of the water flow close
to the air/water interface in a wind-wave flume. The Heidelberg wind-
wave flume has an annular shape. As shown in Fig. 31.3, the wind
is produced by paddles driven by a belt. Due to the wind-induced
momentum and the annular shape of the flume, a great average speed
in the direction of wind is induced upon the water. This average speed
can be compensated for by a moving bed, installed at the bottom of
the flume and rotating in the opposite direction of the main flow.
A typical experimental setup for 2-D flow visualization in this facility
is shown in Fig. 31.4. Due to their movement during the exposure time,
the particles are imaged as streaks (Fig. 31.1). In order to track the
particles over an extended period of time, the standard thin laser illu-
mination sheets for particle-imaging velocimetry are not suitable even
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Figure 31.4: Scheme of the experimental setup for 2-D PTV.

if the light sheet is aligned with the main flow direction. Therefore, a
halogen light source with a cylinder lens and an adjustable aperture to
control the width of the illumination sheet is used. This illumination
setup is also suitable for 3-D particle tracking with stereo imaging (see
Netzsch and Jähne [9]) using a setup similar to that shown in Fig. 31.2.
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Example 31.3: Volumetric flow visualization in a wind-wave flume

An alternative illumination setup for 3-D PTV is shown in Fig. 31.5.
Here, a light source with an optical fiber is mounted on the top of the
flume, opposite to the CCD cameras. This setup has two advantages
over the sheet illumination techniques as discussed in Example 31.2.
First, a whole volume can be illuminated. Second, it has a much lower
scattering angle than the setups in Figs. 31.2 and 31.4. While the
scattering angle is about 90 degrees in these setups, forward scattered
light with a scattering angle between 20 degrees and 40 degrees is
observed with the setup in Fig. 31.5, resulting in much brighter particle
images (see Section 31.2.4).

A problem with this setup is the oblique view of the cameras through
the bottom of the facility. This results in a significant lateral chromatic
aberration (Volume 1, Section 4.5.6). Thus the bandwidth of the poly-
chromatric xenon illumination source has to be reduced by using a
red color filter. The observation volume results from the geometry
of the two intersecting volumes of the two cameras. The intersecting
volume (as a function of angle α) is therefore smaller than that cov-
ered by a single camera. In the setup shown in Fig. 31.5 it is about
5 cm×5 cm×3 cm.

31.2.4 Choice of seeding particles and scattering angle

Measurements of flow fields in a transparent medium such as water or
air require tracers in order to represent the fluid motion correctly [10].
The ideal particle should have two properties. It should follow the flow
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of the fluid without any slip and delay and it should scatter as much
light as possible into the observation direction. Thus it is necessary
to investigate both the flow around the particles and the scattering
characteristics.

The flow-following properties of a particle depend on its size and
density. Assuming spherical particles and neglecting the interaction
between individual particles, the vertical flow induced by buoyancy flow
can be derived and results in

vd =
(%p − %f )d2

p

18µ
g (31.3)

where dp is the particles’ diameter, µ is the dynamic viscosity, and
g is the gravitational constant. The vertical drift velocity depends on
the difference of the densities of fluid (%f ) and tracer (%p). In order to
minimize this vertical drift, the particles density should be equal to the
density of the medium. While this can be achieved quite easily for flow
in liquids, it is hardly possible for flow in gases.

A general equation of motion for small, spherical particles was first
introduced by Basset, Boussinesq and Ossen; see Hinze [11] for details.
Analysis of this equation shows how particles behave in a fluctuating
flow field at frequency ω; the error εf (ω) is then given by

εf (ω) = const.ω2d4
p (31.4)

For the evaluation of the proportionality constant see Hinze [11]. This
error can be reduced by choosing small particles for the flow visualiza-
tion, but because the visibility of particles is proportional to d2

p, larger
particles are better suited for flow visualization.

Wierzimok and Jähne [12] examined various particles for applica-
tion in tracking turbulent flow beneath wind-induced water waves. The
authors found LATEX-polystyrol particles to be suitable for this pur-
pose. These particles are cheap and have a density of 1.047 g/cm3.
For particle diameters between 50 to 150µm, the drift speed velocity
ranges from 2.5×10−3 to 0.6 mm/s and the error εf (ω) is below 0.07 %.

Polychromatic light scattering by tracer particles. There are three
major aspects which have to be considered:

1. The light source;

2. the angle of observation relative to the light source (scattering an-
gle);

3. and the type of tracer particles.

For PTV the seeding particles are illuminated either by a coher-
ent monochromatic laser sheet or an incoherent polychromatic light
source. The wavelength range of such a light source is often reduced
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by an optical bandpass filter. It is obvious that the scattering properties
of particles is influenced both by the coherency and the bandwidth of
the light source. These effects are taken into account by the scattering
theory. Comparison between the experimental data and the theoretical
intensity distributions agree well with Mie’s scattering theory. Here we
only report the main results. For more details see Hering et al. [13, 14].

Different types of frequently used seeding particles were investi-
gated such as polystyrol, hollow glass spheres, and polycrystalline ma-
terial. For all investigated types it was discovered that the use of poly-
chromatic light has a strong influence on the curve form. Whereas the
intensity distribution of monochromatic light varies strongly with the
wavelength, the curve for polychromatic light shows a smooth behav-
ior around a scattering angle of 90°. The averaged distribution varies
slightly whereas the fractions of high frequencies are reduced almost
completely. This is in accordance with the theoretical calculated values
(see Hering et al. [13, 14]).

The investigated seeding particles show an almost constant and
smooth scattering intensity of polychromatic light in a certain range
of the scattering angle around 90°. For polystyrol seeding particles (30
to 200µm in diameter) the range is from 55 to 140°, for hollow glass
spheres (about 35µm in diameter) from 80 to 125° and for polycrys-
talline material (about 30µm in diameter) from 80 to 150°.

The hollow glass spheres show a greater increase in scattering in-
tensity for angles greater than 125° (up to a factor of three) than the
polystyrol and polycrystal particles. A great variation of scattering in-
tensity for all types shows for angles smaller than the region of almost
constant scattering intensity.

If small seeding particles are required, a maximum of scattering
intensity is desired. The largest scattering intensity is acquired in for-
ward scattering, with an angle less than 55° in the case of the polystyrol
seeding particles and also for hollow glass spheres and polychrystalline
particles less than 80µm. Although in this range the variation of inten-
sity is large, this is the recommended scattering angle to gain a maxi-
mum of light intensity in the CCD camera sensors. Continuity of optical
flow of the gray values does not exist due to the great variation of the
scattering angle and therefore can not be taken into account by the PTV
algorithm and the correspondence search (see Section 31.3.3).

31.3 Image processing for particle-tracking velocimetry

Several steps of image processing are required for the extraction of the
flow field from the image sequences. First the particles must be seg-
mented from the background. This is one of the most critical steps.
The better the segmentation works, the more dense particle images
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Figure 31.6: Pseudo 3-D plot of marked area. Streaks can clearly be identified
as local maxima in the gray-value distribution.

can be evaluated resulting in denser flow fields. In this section two
different segmentation algorithms are discussed: region-growing (Sec-
tion 31.3.1) and model-based segmentation (Section 31.3.2). The ba-
sic algorithms for tracking segmented particles are discussed in Sec-
tion 31.3.3, while the removal of bad vectors from the flow field and
the accuracy of the algorithms are the topics of Sections 31.3.4 and
31.3.5, respectively. Finally, Section 31.3.6 deals with algorithms that
combine the advantages of PTV and PIV.

31.3.1 Segmentation: region-growing

The intensities (gray values) of the streak images show a great varia-
tion from very low to very high values. Simple pixel-based segmen-
tation techniques cannot be chosen since the streak images do not ex-
hibit a true bimodal distribution in the gray-value histogram. A ‘region-
growing’ algorithm was developed in order to discriminate individual
particles from the background. Regions with similar features are iden-
tified and merged to a “connected object.”

The image g(x,y) is scanned for local maxima in the intensity,
since the location of streaks is well approximated by a local maximum
gmax(x,y) (Fig. 31.6). A minimum search horizontally and vertically
from gmax(x,y) enables the calculation of the peak height

∆g =min(gmax − gmin) (31.5)

where gmin are the minima as revealed by a minimum search. In addi-
tion, the half-width is measured. Both peak height and half-width are
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S

Figure 31.7: The “region growing algorithm” will grow around the seeding
point s until no further object points are detected.

required to keep seeding points above a threshold. In this way ran-
dom noise is not mistaken as seeding points for the region-growing
algorithm.

With the seeding points identified, the region-growing algorithm
segments the object (Fig. 31.7) according to the following two rules:

• a pixel to be accepted as an object point requires a gray value higher
than an adaptive threshold. This is calculated by interpolation from
gmin. For details regarding computation of the threshold, see Hering
[15]; and

• only pixels which form a connected object are considered.

An example result of the described segmentation algorithm is shown
in Fig. 31.8. Each object identified by the segmentation is labeled with a
flood-fill algorithm borrowed from computer graphics. The size of each
object can then be determined, and as a result large objects (reflections
at the water surface) can be removed.

31.3.2 Segmentation: model-based

The previously described region-growing algorithm yields good results
as long as the particles have an approximately spherical shape. In this
case a plain local maximum describes their center. However, with in-
creasing velocity the particles are imaged as streaks because of their
motion during exposure time. The central peak is blurred and can no
longer be reliably used as a seeding point for region growing since the
algorithm tends to break one streak into several smaller ones. An ap-
propriate algorithm therefore has to take into consideration the knowl-
edge of the streak structure.

Modeling the gray-value distribution of a streak. As shown in Her-
ing et al. [14] the light distribution (the gray-value distribution gσ(x),
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Figure 31.8: Original gray-value image left and segmented image right. The
white line on the top of the left image is due to reflections at the water surface
and is eliminated by the labeling algorithm on the right image.

respectively) of a still particle can be approximated by a Gauss function
which depends only on the distance to its center of mass µ

gσ(x) = gσ(|x − µ|) with µ =
∫
xgσ(x)d2x∫
gσ(x)d2x

(31.6)

with σ denoting the distribution half-width. To take into account the
motion during the exposure time T (assuming a constant velocity v),
Eq. (31.6) has to be integrated over time and thus the equivalent term
for the streak distribution gs(x) is obtained

gs(x) = 1
T

∫ T
0
G(2)σ (x − vt)dt (31.7)

with G(n)σ (x) = 1/(
√

2πσ)n exp
(−x2/2σ 2

)
representing the n-dimen-

sional Gauss function. With the abbreviation G(x) = G(1)σ (x) for σ = 1,
Eq. (31.7) is found to be equivalent to (for an explicit calculation, see
Leue et al. [16])

gs(x′) = A
G( 1

σ |x′ ×n|)
lσ

1
σ (x′n+ l2 )∫
1
σ (x′n− l2 )

G(τ)dτ (31.8)

where x′ denotes the spatial coordinate relative to the center of mass
x′ = x−µ; n is a normalized vector pointing in the particle direction of
motion n = v/|v| ,and l is the length of the streak that is the distance
the particle moved during exposure time. The normalization has been
chosen in such a way that the parameter A describes the total sum
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of the gray value. The width of the streak—normal to its direction of
motion—is identical to the width σ of the still particle.

The goal is to determine these parameters with sub-pixel accuracy.
This can be done by applying a least square fit of the function Eq. (31.8)
to the image data. First, an area of interest is selected by the subsequent
preprocessing algorithm. For this area the parameters are estimated
and improved iteratively.

Preprocessing. The streaks in the image sequences are characterized
by a nearly constant gray value in the direction of motion, whereas they
vary rapidly in the perpendicular direction. In order to find an area
that contains a streak an algorithm that emphasizes such structures is
needed.

Image processing provides us with an appropriate procedure called
local orientation (for detailed reading on this subject, see Jähne [17]
and Volume 2, Chapter 10). By simply applying linear filter operations
and point-wise multiplication the following three characteristics of an
image can be computed for each pixel:

• the orientation angle lies in the range of 0 to 180° and specifies the
angle that an ideally oriented structure of parallel lines would en-
close with the x-axis. The fact that the angle is limited to an interval
of 180° shows that it is only possible to determine the orientation
of a structure but not the direction;

• the amplitude gives a measure for the certainty of the orientation
angle; and

• with the coherence measure the strength of the orientation can be
described. For an isotropic gray-value distribution this measure is
zero; for an ideally oriented structure it is one.

To find regions in the image data which contain ‘streaks’ the coherence
measure is the most effective one. It intensifies oriented structures
that will be identified as streaks. Moreover, it turns out to be almost
independent of the gray-value amplitudes of the streaks.

Segmentation. After calculating the coherence measure the image is
binarized using a threshold. Because of the independence on the gray-
value amplitude of this measure more than 90 % of the streaks can be
detected even though their intensities differ widely (see Fig. 31.9) within
the image.

To determine the exact streak parameters (center of mass, length,
half-width, orientation, and gray-value sum) Eq. (31.8) is fitted to each
binarized region by using the Levenberg-Marquardt algorithm for non-
linear regression problems [18]. Start parameters are found by cal-
culating the region moments (see Jähne [17]). Figure 31.10 shows an
example result of the model-based segmentation algorithm.
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Figure 31.9: Segmentation procedure as described in the text. On the original
image the coherence measure of the local orientation is calculated and then used
as an input for the binarization procedure. In a subsequent step the parameters
are determined by fitting Eq. (31.8) to the image data.

31.3.3 Image-sequence analysis

After segmentation, the correspondence problem of identifying the same
particle in the next image frame is solved. Standard video cameras
operate in a so-called interlaced-scanning mode (see Volume 1, Sec-
tion 7.7.1). One frame is composed of two fields—one with the even,
the other with the odd lines that are exposed in sequence. Thus with
moving objects two different images are actually obtained with half the
vertical resolution. In interlace mode, there can be an overlap in the
exposure time of the two fields when each field is exposed for the full
frame time (so-called frame integration mode). The overlap in the ex-
posure time yields a spatial overlap of the two corresponding streaks
from one image to the next (as illustrated in Fig. 31.11) that makes it
easy to solve the correspondence problem.

However, the interlaced mode with only half the vertical resolution
presents a disadvantage for particle tracking. Thus it is more useful to
use modern progressive-scanning cameras with full vertical resolution
(Volume 1, Section 7.7.3). Then corresponding particles will no longer
overlap. This expansion can be increased by the use of a morphological
dilation operator (see Wierzimok and Hering [19] and Volume 2, Sec-
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(b) recognized streaks

Figure 31.10: Comparison between the experimental data and the gray-value
distribution according to Eq. (31.8): a pseudo 3-D plot of the original data con-
taining streaks of different intensities; b reconstruction of the streaks by the
described algorithm. The detection of the two streaks was only possible because
the coherence measure is widely independent of the gray-value amplitude.

+∆ θ

+∆ θ +2∆

Figure 31.11: The temporal overlap of the exposure time in two consecutive
fields of the same frame yields a spatial overlap of corresponding streaks. A
similar effect for images which do not overlap in time is obtained for streaks
increased by the use of a morphological dilation operator.

tion 21.3.1). This operation will enlarge objects and typically smooth
their borders (see Jähne [17].) The correspondence is now found by an
AND operation between two consecutive segmented fields. This corre-
spondence of streak overlap can be calculated quickly and efficiently
(see Hering [15]). In addition, because the temporal order of the im-
age fields is known, the direction of the vector is also known and no
directional ambiguity has to be taken into account.

To avoid unnecessary clustering of the objects the dilation is not
calculated simultaneously for all objects in an image but for each object
individually (see Hering et al. [20]). In most cases, in particular for low
particle concentration (≤ 300 particles/image), each particle shows only
the overlap with a corresponding particle in the next frame. However,
at higher particle concentration, particles show overlap with typically
up to four particles in the next frame. Therefore, additional features
are required to minimize false correspondences. Ideally, the sum of
gray values for each streak S in the image series should roughly be
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constant due to the equation of continuity for gray values (see Hering
[15]): ∑

x,y∈S
g(x,y) = const (31.9)

This implies that a particle at low speed is visualized as a small bright
spot. The same particle at higher speed is imaged as a fainter object ex-
tending over a larger area. The sum of gray values in both cases should
be identical. The computation of the sum of gray values, however,
is error-prone due to segmentation errors which are always present.
Therefore, it is more convenient to normalize the sum of gray values
by the occupied area. The normalized sum of gray values being G1

n of
the first frame and G2

n of the second are required to lie above a thresh-
old of the confidence interval C

C = 1− |G
1
n −G2

n|
|G1
n +G2

n|
7 -→ [0,1] (31.10)

A similar expression can be derived for the area of the objects.

Calculation of the displacement vector field. Wierzimok and Her-
ing [19] showed that the center of gray value xc of an isotropic object
represents the time-averaged 2-D location 〈x〉∆t . Thus

xc = 〈x〉∆t (31.11)

where xc is calculated from the sum of all n segmented pixels of a
streak

xc =


n∑
i=1
xig(xi,yi)

n∑
i=1
g(xi,yi)

,

n∑
i=1
yig(xi,yi)

n∑
i=1
g(xi,yi)

 (31.12)

The knowledge of the location of the same particle in the previous
frame (at the time t − ∆t) allows it to apply the first-order approxi-
mation of the velocity field u(t)

u(t) ≈ xc(t)−xc(t − 1)
∆t

(31.13)

Repeating the described algorithm will automatically track all encoun-
tered seeding particles from one frame to the next.

Concepts for minimizing false correspondences. The expected po-
sition of a particle is predicted by extrapolation from the vector field of
previous time steps (see Wierzimok and Hering [19]). A χ2−test evalu-
ates the probability that a pair of particles matches. Minimizing χ2 will
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maximize the likelihood function. This technique is especially helpful
when more than one overlap is encountered. By this method the most
unlikely correspondences can be eliminated immediately. Using xc(t)
as a measure for the particle’s average position in an image, the mo-
tion of the particle center from image to image is a discrete time series
described by a Lagrangian motion; f represents the particle trajectory,
with its initial location at t = 0. Therefore

xc(t) = f(xc(0), t) (31.14)

The function f is usually not known a priori and in most flow condi-
tions can only be approximated by a piecewise-algebraic function for a
short period of motion. Depending on the degree of freedom n of f (n),
it requires n previous images in order to estimate the particle location
in the subsequent one. The expected position of the streak centers
xe(t) is thus estimated by

xe(t) ≈ f (n)(xc(t), ...,xc(t −n+ 1)) (31.15)

Two simple functions f have been implemented to predict the par-
ticle position (see also Wierzimok and Hering [19] for details). The first
one (n = 1) assumes a constant particle velocity; the second one (n = 2)
takes into account a constant acceleration. This can be written as a con-
volution (denoted by the ∗ in the following equations) with the kernel
h working separately for each component of xc(t)

f (1) = h(1) ∗xc with h(1) = [2,−1] (31.16)

f (2) = h(2) ∗xc with h(2) = [5,−4,1] (31.17)

Now the expected position xe(t) can be compared to the calculated
position xc(t) and hence multiple correspondences can be reduced to
only one.

For further optimization a fuzzy logic approach similar to that of
Etoh and Takehara [21] has been chosen to maximize the possibility of
finding the same particle in the next frame.

31.3.4 Removing bad vectors from the flow field

In addition to avoiding multiple correspondences, false or stray vec-
tors are eliminated by a grid-interpolation technique. Note that the
technique described in the following is often used for interpolation of
PTV data onto a regular grid (see Agüí and Jiménez [22]). Although
this technique seems to be rather crude, only minor enhancements are
being made by more elaborated techniques, such as a 2-D thin spline
interpolation (STS) described by Spedding and Rignot [23]. Adaptive
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Gaussian windowing (AGW) is simple convolution of the vector field
with a Gaussian kernel, yielding the interpolated vector field ui(xi)

ui(xi) =

n∑
j=1
uj(xj) exp(−‖xi−xj‖)

σ2 )

n∑
j=1

exp(−‖xi−xj‖
σ2 )

(31.18)

whereσ is the 1/e−width of the convolution window. Agüí and Jiménez
[22] found through Monte Carlo simulations that the optimal width
of the window is directly proportional to the mean nearest neighbor
distance δ

σ = 1.24δ, with δ =
√
A
πn

(31.19)

where A denotes the image area, with n segmented particles. This in-
terpolation can be improved and speeded up considerably by localizing
the AGW convolution. That means it is not summed up over all vectors
as in Eq. (31.18), but only those vectors are taken into account which lie
in a certain neighborhood. By choosing the xi of Eq. (31.18) on a regular
grid, the PTV vectors are interpolated to that regular grid. In addition,
this interpolation technique can be used to remove stray vectors from
the vector field. Each displacement vector gained by the PTV algorithm
is compared to the interpolated vector at the same location, obtained
by the AGW technique. Obvious false vectors are being eliminated as a
consequence.

31.3.5 Accuracy of particle-tracking velocimetry

For testing the accuracy of the PTV algorithm, small particles were at-
tached to a rotating disk of an LP-player (see Hering et al. [20]). The disk
rotated at constant speed of 33 rpm; see Fig. 31.12. Therefore, as each
vector of a trajectory has the same absolute velocity, one can calculate
the one-sigma error σv for the determination of a displacement vector
by

σv =

√√√√√√
N∑
i=1
(vi − ||vi||)2

N(N − 1)
(31.20)

where vi is the mean displacement, ||vi|| is the ith displacement in the
trajectory, and N is the number of displacement vectors in the trajec-
tory. Figure 31.13 shows the standard error for displacement vectors of
up to 12 pixels per frame, calculated from more than 100,000 vectors.
The relative error remains always well below 3 %.
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Figure 31.12: Trajectories of particles attached to a disk rotating at 33 rpm; in
the left image only every second vector is shown.
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Figure 31.13: One-sigma error for the calculation of displacement vectors.

Multiscale particle-imaging velocimetry. The most widely used tech-
nique in modern computer-based flow visualization is based on a sim-
ple cross correlation of two images taken shortly after each other (PIV).
A typical application records particles in a single plane within a densely
seeded flow field using a pulsed laser sheet; see Fig. 31.1. The illumi-
nated particles are imaged by a CCD sensor, taking at least two consec-
utive images. A sliding interrogation window of the first image g(x) is
matched with the second image h(x) using the (unbiased) cross corre-
lation Φ(s)

Φ(s) =
∑
x∈ε
(f (x + s)− < f(x) >)(g(x)− < g(x) >)√∑

x∈ε
(f (x)− < f(x) >)2

√∑
x∈ε
(g(x)− < g(x) >)2

(31.21)

This equation is effectively implemented via the 2-D fast Fourier
transform (FFT) of the two image samples and a complex conjugate
multiplication. Finally, the inverse transformation yields the standard



682 31 Particle-Tracking Velocimetry

FFT

FFT

FFT
-1

   Cross
correlation

   Φ(u,v)=
F(u,v)G*(u,v)

Φ(m,n)Φ(u,v)

F(u,v)

G(u,v)

f(m,n)

g(m,n)

Pict1 (t)

Pict1 (t +∆t) 

dx,dy
vx(i,j)
vy(i,j)

(i,j)

(i,j)

Figure 31.14: Scheme for the calculation of the cross correlation, as used for
digital imaging velocimetry.

Figure 31.15: Error of multi-scale PIV with a 32×32 wide correlation window
as a dependency of the pyramid level.

cross correlation. With a peak-fitting routine the most likely displace-
ment (highest correlation) is detected (see Fig. 31.14).

Various techniques for peak finding are reported in the literature
(for a review, see Gharib and Willert [7]). Typical displacements cor-
rectly extracted are in the order of half the size of the correlation win-
dow ε (see Fig. 31.15). In order to extend this technique to larger dis-
placements a new multiscale approach will be presented in this chapter
that is similar to the techniques described in Volume 2, Chapter 14.

The original images are decomposed in their Gaussian pyramids (see
Burt and Adelson [24] or Volume 2, Section 4.4.2). On each level (going
from the coarse structures to the finer structures) the cross correlation
is computed. These displacements are serving as a velocity estima-
tor for the next (finer) pyramid level. This technique allows a drastic
increase in the maximum length of a displacement vector, up to ap-
proximately the size of the correlation window ε (see Fig. 31.15).
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Figure 31.16: Structure tensor: example of a laser-induced fluorescence (LIF)
visualization with the computed displacement vector field.

The structure tensor approach. Using the 3-D structure tensor tech-
nique, dense displacement vector fields (DVF) can be computed with
sub-pixel accuracy on a pixel basis. The approach is based on the de-
tection of linear symmetries and the corresponding orientation angle
within a local spatiotemporal neighborhood of space-time images. The
technique does not depend on the image content and is well suited
for particles and for continuous tracers in flow visualization. Sec-
tion 13.3.2 in Volume 2 gives a detailed description of this method.

This basic property of spatiotemporal images allows estimating the
optical flow from a 3-D orientation analysis, searching for the direc-
tion of constant gray values in spatiotemporal images. As an example,
Figure 31.16 shows the displacement vector field of an LIF image se-
quence computed with the structure tensor technique. It can be shown
that this technique yields displacements with high sub-pixel accuracy
of less than 0.01 pixels/frame. However, the maximum displacement
is limited by the temporal sampling theorem and can only be extended
by the multi-grid technique described in the foregoing section.

31.3.6 Hybrid particle-imaging/particle-tracking velocimetry

Because many particles are within the correlation window of the PIV
technique, the resulting velocity field is of lower spatial resolution but
is more reliable than the velocity estimate determined by PTV tech-
niques for a single particle. With rather high particle concentrations a
high number of correspondences are also lost. Thus it appears to be
worthwhile to combine the advantages of PIV and PTV techniques into
a hybrid PIV/PTV method.

The simplest approach is to use the velocity field obtained by par-
ticle image velocimetry as an initial velocity estimator for the tracking
algorithm. Indeed, this combination results in several improvements.
First, the length of the extracted trajectories is increased indicating
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Figure 31.17: Length of trajectories of particles attached to a rotating disk.
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Figure 31.18: Mean position error for hybrid PTV system.

that a trajectory is less frequently cut off due to a missing correspon-
dence (Fig. 31.17). Whereas without an initial velocity estimation many
particles are lost, the hybrid system allows most of the particles to
be tracked even at high displacements. Second, Fig. 31.18 shows that
streaks can be tracked over longer image sequences. Third, the relative
error in the displacement estimate is significantly reduced, especially
for large displacements.

31.4 Stereo particle-tracking velocimetry

The fundamental problem of stereo PTV is the correspondence prob-
lem. The stereo correspondence problem is generally solved by com-
paring images taken from different camera perspectives. This approach
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Figure 31.19: Steps of the stereo PTV algorithm.

presents ambiguities that become more severe with increasing particle
density [25]. There are two ways to solve the correspondence problem.
The first way is to solve it by capturing individual images. As shown
by Maas et al. [25] this is not possible with only two cameras. The ba-
sic problem is that the particles can barely be distinguished from each
other. With two cameras, corresponding particles cannot be identified
in a unique way since the particle in one image can have a correspond-
ing particle at a line across the whole field of view in the second camera
(epipolar line, see Volume 2, Chapter 17). Thus, at least three cameras
are required for a unique correspondence (two epipolar lines intersect
each other in one point if the corresponding stereo bases are not par-
allel to each other).

The second approach [9] computes the trajectories for each of the
stereo cameras first with the PTV techniques described in Section 31.3.
The hope, then, is that the trajectories are sufficiently different from
each other so that a unique correspondence is possible. The resulting
trajectories from each camera perspective can then be matched

The main steps of this algorithm are shown in Fig. 31.19 and will
be described in the following sections. The stereo calibration supplies
the parameter set for the camera model (Section 31.4.1) used for the
stereoscopic reconstruction. The image sequences of the two cameras
are then processed separately to extract the trajectories of particles in
two dimensions. Finally, the stereo correlation of the trajectories from
the two cameras provide the trajectories in 3-D space. In conjunction
with the parameter set of the camera model, the spatial coordinates
can be obtained.
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31.4.1 Geometric camera calibration

To obtain quantitative results in digital image processing the geometric
camera calibration is an essential part of the measuring procedure and
evaluation. Its purpose is to give a relation between the 3-D world coor-
dinate of an object and its 2-D image coordinates. A geometric camera
model describes the projection transformation of a 3-D object onto the
2-D CCD sensor of the camera. The quality of the camera calibration is
crucial for the accuracy of the stereoscopic reconstruction. Effects not
included in the camera model will result in a systematic error.

31.4.2 The camera model

The camera model F is the mathematical description of the relation
between the 3-D world coordinates X and the 2-D image coordinates x
(see Volume 1, Chapter 17):

x = F(X) (31.22)

The simplest model is the pinhole camera model. This model is de-
scribed by four linear transformations including the ten parameters of
translation T (3 offsets), rotationM (3 angles), projection P (focal point)
and scaling S

F = STMP (31.23)

An extended model includes also lens distortion (compare Volume 1,
Section 4.5.5 and Chapter 17). Lens distortion is described by a nonlin-
ear correction (see Hartley [26]).

Multimedia geometry. In many applications the camera and the opti-
cal system have to be mounted outside the volume of observation. The
camera looks, for example, through a glass or Perspex window into the
water (see Fig. 31.20). Therefore, a multimedia correction seems to be
necessary. The light is refracted according to Snellius’ law. Its effect is
described by a displacement from the straight line ∆X = X0 −Xmm. If
the geometry of the setup is known, ∆X is a function of Xw and of the
location of the camera Xk. As this function has no analytical solution,
∆X has to be calculated numerically applying Fermat’s principle.

Parameter estimation. The nonlinearity of the camera model does not
allow computing the parameters in a direct analytical way. Therefore, a
nonlinear minimization method (Levenberg-Marquardt algorithm [18])
is used. The function to minimize is

Res =
∑
i
(xi − F(Xi))2 (31.24)
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Figure 31.20: Distortion by multimedia geometry.

To avoid the algorithm from getting caught in a local minimum, a choice
of proper initial values is critical. This can be guaranteed by neglecting
the nonlinear part of the camera model (k1, k2, p1, and p2 set to zero).
The parameters of the remaining linear model which are determined by
a direct linear transform (DLT) (see Melen [27]), yield the initial values.

Inversion of the camera model. The camera model describes the
transformation from world to image coordinates. For the evaluation
the inverse relation is of interest—to obtain world coordinates of an
object from its position in the 2-D image.

Because the camera model projects a point in 3-D space to a point in
a 2-D plane, the solution of the inversion of the camera model is a line.
The intersection of the two lines gives the 3-D position of the object
(triangulation problem [26]). Mainly due to noise error the lines do not
exactly intersect. Therefore, the midpoint of the minimum distance of
the two lines is taken as the “intersection point.” To invert the camera
model a numerical method has to be used because an analytical solution
does not exist. For an image point x and a given Z-coordinate Z0 the
world point X to be found is given by the minimum of

ε = ∣∣x − F(X)
∣∣
Z=Z0

(31.25)

As this function is convex, a gradient-based minimization routine al-
ways converges.
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Table 31.1: Comparison of camera models

Camera model Residue in pixel2

Without multimedia correction 0.121
With multimedia correction 0.325

31.4.3 Virtual camera

First, the accuracy of the camera model can be tested with and without
the multimedia correction. The quality of the camera model can be
quantified by the residue as defined in Eq. (31.25).

As shown in Table 31.1, the model without the multimedia correc-
tion yields lower residue and therefore a better result. Taking multi-
media correction into account, the exact position of the two cameras is
required. In the camera model the z coordinate of the camera and the
focal length are highly correlated parameters. Therefore, the camera
position is quite uncertain and the multimedia correction is not exact.

Because of the lower residue the model that does not take multi-
media correction into account is better suited. Therefore the positions
of the cameras are virtual. The actual world coordinates of the cam-
eras are not necessary for the stereo reconstruction described in the
following sections.

31.4.4 Stereoscopic correspondence

Using a calibrated stereo rig the 3-D trajectories can be reconstructed
from the 2-D trajectories by solving the stereoscopic correspondence
problem. In order to reconstruct the location of the trajectory in 3-D
space, its image coordinates (x,y) and (x′, y ′) for both cameras have
to be found. This will be described in detail in the following sections.
A general discussion on the geometry of stereo imaging and the deter-
mination of the stereo disparity can be found in Volume 2, Chapters 17
and 18, respectively. From (x,y) and (x′, y ′) it is possible to perform
the triangulation with the knowledge gained by the calibration proce-
dure discussed in Section 31.4.1.

The epipolar constraint. The computational efficiency of establishing
stereoscopic correspondences is increased by introducing the epipolar
constraint . It is derived from stereoscopic geometry and as such is a
very strong constraint. As stated in Section 31.4.2, the object has to
be located on the outgoing ray of the first camera as can be seen in
Fig. 31.21. This ray is in turn depicted by the second camera as the
so-called epipolar line. The endpoints of the epipolar line are called
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Figure 31.21: Construction of the epipolar line in the retinal plane of camera
2 from an image point (x,y) on the retinal plane of camera 1.

epipoles. They are defined by the finite depth range of the probing
volume. This constraint is, of course, symmetric for both cameras.

Due to noise and a small error in determining the camera parameters
a certain tolerance ε is added to the epipolar line. It will thus be a
narrow window in image space as is shown in Fig. 31.22.

Taking lens distortion and multimedia geometry into account, the
epipolar line will deviate from a straight line and be slightly bent. In
practice this curvature proved to be small enough to be accounted for
by the tolerance ε. For practical purposes the epipolar line is thus
replaced by an epipolar window.

31.4.5 The stereo correlation algorithm

In a first step a list of possibly corresponding candidates is constructed.
The candidates obey two constraints:

• the time constraint: corresponding trajectories were tracked at the
same time; and

• the epipolar constraint : the corresponding trajectory T2 to trajec-
tory T1 was found within the epipolar window.

Depending on particle densities these two constraints may suffice
to allow a unique solution of the correspondence problem. This may
not always be the case as high particle densities are beneficial for high
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Figure 31.22: The epipolar line for a multimedia setup. The tolerance ε is
added to compensate for noise and the curvature.

spatial resolutions in visualizing flows.

Generally, there are four possible outcomes of the correspondence
search (see Fig. 31.23):

(1) no correspondence: To a trajectory T1 in the first camera no corre-
sponding trajectory T2 was found in the second image;

(2) one-to-one correspondence: Exactly one corresponding trajectory T2

was found for a trajectory T1;

(3) one-to-many correspondence: For a trajectory T1 multiple trajecto-
ries T2,i were found, which, in turn all correspond to the same tra-
jectory T1; and

(4) many-to-many correspondence: Multiple trajectories T2,i were found
for a trajectory T1, whereby T2,i also corresponds to different tra-
jectories T1,i.

In case (1) there exist no corresponding pairs of trajectories for
which the triangulation could be performed, thus no world coordinates
(X,Y ,Z) can be computed. This occurs when a particle is imaged by
only one camera. To avoid this it is important to maximize the overlap
of the two camera footprints. Another reason might be that streaks are
not segmented and tracked correctly. As a countermeasure the illumi-
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Figure 31.23: Some possible cases that may occur during correspondence
search.

nation should be homogeneous over the whole visible volume of both
cameras.

For case (2) the correlation was established and the world coordi-
nates (X,Y ,Z) of the trajectory can readily be calculated.

There are two distinct possibilities for case (3) to occur. The first is
that the trajectories T2,i do not overlap in the time domain. This may
be the case when a streak in the second camera was not segmented
correctly over the whole time interval of the trajectory T1. The resulting
trajectories T2,i are thus generated by the same particle and can be
marked as corresponding to T1.

Case (3) occurs if the trajectories T2,i overlap at the same point in
time. Clearly, this violates the boundary condition that trajectories
have to be unique. The trajectories T2,i must thus belong to different
particles. New criteria have to be found to overcome these ambiguities.
This possibility is thus akin to case (4), where multiple trajectories T2,i
were found for a trajectory T1, all of which correspond to different
trajectories T1,i.

Criteria for resolving ambiguities. A strong constraint in solving the
remaining ambiguities is the uniqueness constraint. This constraint
states that an object point projected onto the first image should match
at most with just one image point in the other view. This constraint
does not hold for transparent objects over a certain size such as bub-
bles, where reflections may result in a single image point in one view
and in two image points in the other.

For flow visualization the use of a symmetric setup with respect
to illumination of small particles that are rotationally symmetric is of
advantage. The particles may thus be viewed as point objects to which
the uniqueness constraint may be applied.
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For experiments at the bubble column—where the diameter of the
bubbles is typically up to 0.5 cm—it is, of course, desirable to make
use of this constraint as well. This is achieved by positioning the two
cameras in such a way that their retinal planes enclose a small angle
of 20° to 30° only. The bubble can then be viewed as a single point in
space.

The trajectories are constructed from individually segmented streaks
Si. Invalid segmentation may therefore lead to limitations of the unique-
ness constraint as not all streaks S1,i in the first image correlate to
streaks S2,j in the second image. This is accounted for by a heuris-
tic threshold value K that is determined by the number of correlated
streaks k of the trajectories to noncorrelated streaks n, or K = k/n.
If the trajectory T1 comprises i streaks S1,i and the trajectory T2 com-
prises j streaks S2,j , then the number of correlated streaks k is given
by k = min(j, i) and the number of uncorrelated streaks n is given by
n = |j − i|. Therefore the threshold K can be written as

K = k/n =min(j, i)/|j − i| (31.26)

Another possible solution to the correspondence problem is statis-
tical in nature. We stated in the foregoing that in real-world situations
correlated streaks in one image will generally not be found exactly on
the epipolar line of the second image due to noise and camera dis-
tortion. Therefore, the standard deviation σd can be calculated for the
distance d from all the streaks of correlated trajectories to the epipolar
line.

If the two trajectories correspond to each other, the distance d will
be due solely to the tolerance of calculating the epipolar line. It should
roughly be the same for all streaks of the trajectory and accordingly
the standard deviation σd remains small.

If the two trajectories do not correspond, then dwill be proportional
to the relative motion of the two tracked particles and σd is expected
to be much greater than in the other case. This makes it possible to
solve some ambiguities by thresholding σd.

31.4.6 Results

In Fig. 31.24 the trajectories of the uprising bubbles can be seen. On the
left part of the image the bubbles move upwards in a straight motion,
on the right part of the image the flow is more turbulent (see Chen
et al. [28]). The sequence consists of 350 images, and about 300 3-D
trajectories were extracted from about 3000 trajectories obtained by
PTV.

Figure 31.25 shows the trajectories of visualized and tracked parti-
cles, representing the flow beneath a free wind-driven wavy water sur-
face. The sequence of 500 images covers a time interval of 8.3 s. The
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Figure 31.24: Three-dimensional trajectories of bubbles from bubble column.

spirally shaped trajectories result from the orbital motion of small-
amplitude (< 0.5 cm) gravity waves with little steepness (< 5°).

Depending on conditions, from about 10 to 30 % of the 2-D trajecto-
ries in the stereo images, 3-D trajectories can be computed. The smaller
number of 3-D trajectories compared to the 2-D trajectories is also due
to geometric reduction of the intersecting volume from the two cam-
eras. For example, if the angleα enclosed by the two cameras (Fig. 31.5)
is 60° and the depth of focus is 4 cm, the maximum intersecting volume
is 75 % (ideal case) of the volume observed by a single camera. The large
α is chosen in favor of a higher resolution in depth (z-direction). If
the light intensity is homogeneous and constant over time, the PTV can
track particle or bubble trajectories over the whole sequence of images.
This is well illustrated by the results gained from the bubble column in
Fig. 31.2.

In the instance of flow visualization in the wind-wave flume the sit-
uation is more difficult. The number of reconstructed 3-D trajectories
is much less than extracted by PTV and the length of the trajectories
is shorter compared to the bubble column. Therefore, the higher den-
sity, the smaller size, and the greater velocity of the particles increase
the number of ambiguities in the correlation step. If the variation of
steepness is small between successive images, which is the case for



694 31 Particle-Tracking Velocimetry

a

b

Figure 31.25: Three-dimensional trajectories visualizing flow, two different
perspectives: a perpendicular to the water surface and parallel to the main
direction of flow; b perpendicular to the main direction of flow and in a slight
angle onto the water surface.

small-amplitude gravitational waves, the PTV works well to gain an in-
sight into the 3-D flow field pattern beneath the water surface.

31.5 Conclusions

Stereo particle-tracking velocimetry is a powerful method for study-
ing dynamic processes. For applications in flow field visualization the
tracking of particles works for a concentration of up to 800 particles
per image. In a 512×512 image this corresponds to a mean distance
between the particles of about 30 pixels. Table 31.2 shows a compar-
ison of the previously described flow field diagnostic techniques. For
comparison all numbers given refer to an image size of 512×512 pixels.
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Table 31.2: Comparison of particle-tracking velocimetry methods

PIV Hybrid PTV Stereo PTV Structure tensor

Tracer discrete discrete discrete continuous

Flow field DVF DVF and
trajectories

trajectories DVF

Particle Density ≈ 3000 < 1000 < 1000 –

Averaging spatial spatial (DFV) no spatial, temporal

Measure of certainty yes no no yes

Investigations of flow dynamics close to the air-water interface in a
wind-wave flume and in a bubble column were shown as sample appli-
cations of stereo PTV. The method is useful for many other purposes
in addition to flow visual applications. The only requirements for visu-
alization are visible tracer objects such as seeding particles.

With stereo PTV a high spatial and temporal resolution can be ob-
tained. Applying the calibration method described in Section 31.4.1
the spatial resolution can be sub-pixel accurate. The temporal resolu-
tion depends on the image acquisition rate of the CCD camera and on
the frame grabber alone. PTV yields both the Eulerian and Lagrangian
representation of the flow field, whereas PIV gives the Eulerian repre-
sentation only. The Eulerian representation can be calculated from the
Lagrangian representation. This clearly shows the advantage of the pre-
sented PTV methods in the study of dynamic processes. Nevertheless,
the density of tracer particles in PIV methods can be greater (up to a
few thousand/image) than for PTV methods. The combination of both
techniques such as the hybrid PIV/PTV described in Section 31.3.6 can
produce even better results.

For practical purposes an easy experimental setup is always of ad-
vantage. Therefore, the simple stereo PTV setup described in section
Section 31.2.1 and Section 31.4, including only two cameras, is a useful
choice to determine 3-D trajectories in a measuring volume.
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32.1 Introduction

In order to protect utilizable floor space from rivers changing their
course it has long been necessary to fortify embankments. The slope
stability of embankment constructions is greatly influenced by pore wa-
ter pressures induced by hydraulic load changes as a result of ship traf-
fic. This influence was analyzed in laboratory measurements that are
presented here. Air bubbles contained in the pore water greatly delay
pressure transmission. Thus changing hydrodynamic load conditions
may lead to locally and temporally acting excess pore water pressure
and therefore to transient pore water flow . The transport of movable
soil particles is strongly dependent on the acting hydraulic gradients in
the water flow. This water flow may in turn cause destabilization of the
soil structure. Under certain conditions even fluidization of soil layers
occurs, resulting in the collapse of the embankment.

32.2 Previous investigations

Previous investigations focused on the pressure distribution within soil
structures. From pressure gauges inserted at various locations it could
be inferred that pressure changes do not spread unhindered. From
empirical investigations the following formula for the excess pore water
pressure ∆p depending on the depth h was derived [1]

∆p(h, t) = ρw ∆hg (1−a(t) e−b(t)h) (32.1)

where ρw is the density of water, ∆h is the water level change, and g is
the gravity acceleration. The two time-dependent parameters a(t) and
b(t) vary with the soil type and the acting hydraulic load. The pressure
distribution is governed mainly by b(t)[1/m], which in turn depends
on the permeability of the soil and the hydraulic gradient. However, no
attempt has been made to study the processes on a microscopic scale.
The following sections describe our approach to the task that is based
on the analysis of images gathered with endoscopes.

At a previous stage of the project we focused on the detection of
moving areas within the soil structure [2, 3, 4]. From those areas, mo-
tion frequency can be deduced and compared to the amount of motion
expected at the given pressure situation. These experiments showed
promising results, thus, we extended our image analysis towards a
quantitative investigation of sediment motion.
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a b

Figure 32.1: a The pressure tank during measurements; b mounting of endo-
scopes and pressure gauges.

32.3 Experimental setup

Experiments where carried out at a specifically constructed large pres-
sure tank located at the Federal Waterways Engineering and Research
Institute in Karlsruhe, Germany.

32.3.1 The pressure tank

The tank itself is roughly 2 m long, 80 cm wide and 80 cm high. With
this unique device it is possible to apply pressure gradients in all direc-
tions superimposed by steady and transient water flow in a pressure
environment of up to 3 bar. Pressure loadings may act from above
and underneath the soil structure simultaneously and the water can be
forced to flow either above the sediment layers or directly through the
sediment in separate depth layers. Several adjustable endoscope inlets
allow all critical areas within the sediment to be observed. Figure 32.1a
shows the pressure tank during the summer 1997 measurement cam-
paign.

During this campaign, the tank was filled with sand of a diameter
range from 0.05 to 0.5 mm. On top of this main sediment body was a
10-cm layer of gravel. This layer is again stabilized from above by a
variable hydraulic pressure-distributed via steel bars and metal sheets.
This allows simuling revetment or other load that is usually present to
stabilize river embankments. It is one goal of our research to study
how much additional load is needed to maintain a stable configuration.

At one location directly below the gravel, two layers of red and green
colored sand are placed. In Fig. 32.1b, the top of the red layer can be
observed. One of the endoscopes is placed in such a way that the inter-
face between the two color layers can be imaged. From these images,
it is then possible to obtain information about mixing in that area (see
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Figure 32.2: Setup of the endoscope: a vertical cross section through the en-
doscope; and b horizontal cross section with the new illumination setup using
LED’s.

Section 32.4.5). The other endoscopes are placed directly at the gravel-
sand interface. Additionally, a flexible endoscope is used within the
gravel layer to study the water flow within the pore volume.

32.3.2 Endoscopes

We use rigid endoscopes with a viewing direction of 90° and a diameter
of 10 mm. An external cold light source coupled via a fiber light con-
ductor to the endoscope can be used for illumination (Fig. 32.2). With
a viewing distance of a = 8 mm and an aperture angle α = 60° we ob-
tain a viewing area of roughly 6×6 mm. An achromatic lens system
allows magnification to be adjusted by a factor of up to 2. For exact
geometric calibration we used a grid target. Cross sections through the
endoscope and protection head are given in Fig. 32.2a.

Homogeneous illumination using LED’s. Using the fiber optic illu-
mination integrated in the endoscope, specular reflexes on the glass
window can not be avoided. These and the inhomogeneous illumina-
tion result in over- and underexposed regions that drastically reduce
the quality of the acquired images. Hence, a new setup has been de-
vised with LED panels on both sides of the endoscopes. Thus, the angle
of incidence on the glass window is far smaller than with the fiber light
conductor. As a result, no reflexes occur in the viewing area. This setup
is shown in Fig. 32.2b. The improvement is illustrated in Fig. 32.3a and
b where a paper is placed on the glass window.

Flexible endoscope. The flexible endoscope consists of circularly ar-
ranged optic fibers. The resulting bundle has a diameter of 1.1 mm and
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a b c

Figure 32.3: Comparison of the new LED-based and old fiber-illumination
setup: a old setup; b and c new setup.

a
b

Figure 32.4: The flexible endoscope: a placed in a gravel package; and b cross
section through the setup.

a length of 80 cm. For illumination, a cold light source is coupled to a
ring of fiber conductors. For utilization in the rough environment of
the pressure tank, the actual endoscope is surrounded by a protection
cover, increasing the diameter to 1.4 mm. The end is covered by a 2-cm
long steel tube with a glass window at the end. In order to introduce
as little disturbance to the water current as possible, the endoscope is
placed in a PVC sphere of similar size as the surrounding gravel stones
to form a pore volume. Figure 32.4 shows the described setup.

32.3.3 Flow visualization

For visualization of the water flow latex particles are added. These
particles possess nearly the same density as water, which makes them
well suited for flow analysis. (For a detailed discussion of quantitative
flow measurements via particle tracking techniques see Chapter 31).
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a b c

Figure 32.5: Illumination correction: a example image; b smoothed image
normalized to a mean of 1; and c corrected image.

32.4 Image analysis

32.4.1 Correcting for inhomogeneous illumination

Due to two different causes the collected imagery is brighter in the
center:

• First, when using the fiber optic light conductor, the illumination is
not homogeneous and often specular reflexes occur. With the new
LED illumination setup as described in Section 32.3.2, these reflexes
can be avoided and a far better illumination is achieved.

• The second effect is due to vignetting that results from the wide
angle lens system integrated in the endoscope. Vignetting can not
be avoided with the present setup and correction has to be made for
it. For correction we use a normalized, highly smoothed image as
correction factor. The result can be seen in Fig. 32.5 where the fifth
level of a Gaussian pyramid is used for smoothing of the example
image.

32.4.2 Motion detection

In the first phase of the investigations, grain movements were detected.
Relating the amount of movement to the acting hydraulic loads gives
insights into the conditions under which the soil structure becomes un-
stable. As a wide range from very slow to rapid motion is encountered,
a special motion detection algorithm is needed that is introduced next.

We do not intend to detect the complete area of the moving par-
ticles. It is only the boundaries of low textured objects that appear
to move. Coding only these pixels provides enough information for
reconstruction. Thus, we use a simplified motion-detection algorithm
for compression purposes. For noise reduction and efficiency reasons,
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we use the first level of a Gaussian pyramid. A special implementation
of the Gaussian pyramid significantly reduces the number of computa-
tions [5]. Second, a binomial smoothing operator is applied in the time
direction. The resulting images show practically no noise and changing
areas are easily detected using a threshold on the temporal derivative.
This threshold is set rather low and outliers are removed by a subse-
quent morphological erosion.

32.4.3 Motion compression

The detection of moving areas within image sequences can be readily
exploited for image compression purposes. The scenes under consider-
ation often show long periods of little or no motion. Storing the com-
plete images thus introduces considerable redundancy. We typically
investigate 800 images of size 512 × 512 pixels, resulting in approxi-
mately 205 MB of data. Using European video norm (PAL, 25 frames/s),
this equates to 32 s of observation time. For colored images, this num-
ber has to be halved again as both red and green channels are used.
During a measurement campaign, large amounts of data quickly accu-
mulate. Lossless compression algorithms such as LZW or ZIP achieve
reduction rates of approximately 20 % on our data. In order to achieve
better compression rates we used a lossy method described in this sec-
tion.

The goal of the envisaged compression was not to be lossless with
regard to gray-value information but rather to keep the derived physical
results unchanged. The fundamental image-processing task considered
here is the estimation of velocities. We, therefore, examined to which
extent the calculation of optical flow is influenced by our compression
technique.

For compression we proceed as follows: From the original image
sequence we compute the moving areas, and the remaining pixels are
set to zero. The resulting image contains large black areas and is well
suited for standard compression techniques. We achieved compression
rates of more than 80 %. Reconstruction is done by recursively using
previously reconstructed pixels where no motion was detected, so that
only one image is needed for the initialization of the reconstruction
algorithm. Figure 32.6 shows a flowchart of the algorithm.

Figure 32.7 shows the first image of three generated test sequences
that were used for evaluating the algorithm. In all three test cases, the
objects were fully detected for velocities exceeding 0.05 pixels/frame.
Smaller velocities lead to only partially segmented objects. The gray-
level difference between original and reconstructed image remains on
average below two. For the test, normal distributed noise with a stan-
dard deviation of 1.2 gray levels was added to the images, correspond-
ing to the typical noise levels as found for our cameras.



706 32 Analyzing Particle Movements at Soil Interfaces

Figure 32.6: The steps involved in the compression algorithm.

As mentioned in the foregoing, the idea behind the compression was
not to change the final velocity estimates. An investigation towards this
end is presented in the next section.

32.4.4 Optical flow estimation

For velocity calculation of soil movements, we use the structure-tensor
technique as described in Volume 2, Section 13.3.2. As the image mate-
rial used here is relatively low in contrast, a low threshold on the trace
of the tensor has to be used. For the results described in the following,
we used only areas where the trace exceeded a value of 5. Furthermore,
there are areas that show very little spatial variation that makes motion
estimation difficult. The coherence measure provides a criterion to de-
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a b c

Figure 32.7: One frame of the generated test images used: a grid; b single
Gaussian (σ = 5pixel); and c multiple Gaussians (σ = 1pixel).

cide how reliable the optical flow computation was performed. With
the given data, it is necessary to use a rather low threshold of 0.5 on
the coherence. Otherwise, the displacement vector field becomes to
sparse.

A survey on the achievable accuracy with the tensor method under
these circumstances showed a strong dependence on image content.
Figure 32.8a shows the relative error in velocity estimation on the gen-
erated test data of Fig. 32.7b and c with single and multiple Gaussians.
Due to the small object size, aliasing effects deteriorate the achieved
accuracy dramatically for velocities over 1 pixel/frame. Second, those
Gaussians pose a difficult problem also at small velocities because they
contain large regions with very low contrast. Images of soil layers typ-
ically show more contrast, larger objects and moderate velocities. For
the typical velocity range encountered here (0.05 to 1 pixel/frame), we
found that a relative error of 5 % can be used as an upper margin.

Compression and optical flow calculation. As stated before, the
main objective for our compression is not to hinder the accurate esti-
mation of optical flow. We used the generated test data of Fig. 32.7b and
c to investigate the influence of compression and decompression prior
to the analysis with the structure tensor. As can be seen in Fig. 32.8a,
the compression does not alter the performance. Figure 32.8b shows
the computed optical flow on an example sequence of the gravel-sand
boundary. Again, the compression does not alter the outcome.

Normalized convolution. As described in the foregoing, the compu-
tation of optical flow can only be performed accurately on the subset
of the image where the coherence exceeds a certain threshold. Even
though we use a low value, the resulting displacement field is rather
sparse (Fig. 32.9a). We assume the movement of the soil structure to
be smooth due to frictional forces between particles. Then, a dense ve-
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a

b

Figure 32.8: Optical flow estimation with the structure-tensor technique on
original images and on reconstructed images after compression: a relative error
on generated test data; and b calculated velocity on an image sequence of the
sediment boundary layer.

locity field can be interpolated from the sparse velocity data by means
of the normalized convolution [Volume 2, Chapter 7]. The coherence
measure serves as our confidence measure, where we consider only
the previously segmented areas. For effective computation we use the
binomial smoothing operator in the form of a Gaussian pyramid for
averaging. Empirical tests showed that the second pyramid level gives
best results with respect to the trade-off between fill factor and over-
smoothing. Figure 32.9a shows the calculated vertical velocity where
the coherence measure exceeds 0.5. Figure 32.9b is the result after the
convolution. There are still areas where no reliable velocity information
can be obtained because here the gaps are too wide to be filled.
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a b

c d

Figure 32.9: Interpolation of a dense displacement vector field from a sparse
field by normalized convolution and calculated characteristics of the velocity
field: a sparse vertical velocity; b interpolated velocity; c value of the rotation;
and d divergence; (see also Plate 6).

32.4.5 Mixing parameters

To determine the amount of mixing that occurs during a hydraulic load
cycle, two different methods are utilized. One approach relies on the
calculation of velocity field parameters such as divergence and rotation.
Second, a special experiment is carried out using color-coded sand par-
ticles, which will be described later.

The rotation of a vector field is given by:

curl(u) = ∇×u (32.2)

The resulting vector stands perpendicular to the image plane, its value
characterizes the amount of circular movement, that is, mixing. From
the sign follows whether the movement occurs right- or left circular.
Figure 32.9c shows an example of the calculated rotation value reveal-
ing a zone of strong circular motion directly at the soil-gravel boundary.
The relative expansion of soil regions can also be parameterized by the
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divergence of the displacement vector field

div(u) = ∇u (32.3)

Positive values indicate locally higher velocities than that of the sur-
rounding material, negative values stand for comparatively lower ve-
locities. Both cases lead to a change in the local soil structure.

Mixing from color-coded particles. In order to study structural chang-
es just below the gravel-sand boundary, two areas of color-coded sand
were placed beneath the gravel. By using an endoscope, a color camera
images the border between a red and a green layer. At the beginning of a
measuring campaign, the two areas are divided by a clear-cut line. This
distinction gradually ceases to exist until both are nearly completely
mixed due to repetitive load changes. For a quantification of the mix-
ing process it is first necessary to distinguish soil particles according
to color.

We only use the red and green channels of an RGB camera because
only red and green sand has been used. The gains of the two channels
are individually adjusted so that the two differently colored sand types
show the same brightness.

In RG space, ideal colors are found on lines through the origin. Col-
ored particles, on the other hand, are found to approximately follow
a 2-D Gaussian distribution because of statistical variations in their
physical properties and orientation. From images where only one type
of color is present, calculation of the normalized histogram h(r ,g)
yields the corresponding probability distributions. The normalized
histograms for red, green and uncolored gray sediment are shown in
Fig. 32.10b. It is then possible to calculate the inertia tensor:

θr,g =
∑
r ,g
h(r ,g)(x2 − δrgrg) (32.4)

Eigenvector analysis of this symmetric tensor yields the two principal
axes h0 and h1. We define a new coordinate system were the origin
is at the intersection of the two principal axes hr0 and hg0 to the lower
eigenvalues. The eigenvector of the green distribution serves as one
coordinate axis in this coordinate system as shown Fig. 32.10a. In this
new coordinate system, we define a dividing line under an angle γ that
is used for segmentation. This line is chosen so that there is equal
fractional probability for the two distributions on opposing sides. This
choice minimizes the amount of wrongly classified particles.

In the foregoing, we assume no gray sand to be present in the area
under consideration, which can be validated by visual inspection. Prob-
lems occur if there are specular reflexes that show no color and come
to lie close to the diagonal in RB space. Such instances will be classified
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Figure 32.10: Segmentation on color images: a coordinate transformation in
RG space; and b example histograms with principal axes for red, green and
gray (not colored) sand.

as green because the green distribution lies rather close to the diagonal
(Fig. 32.10b).

If we describe the mixing of the layers as a diffusion process, the par-
ticle concentrations ci(z, t), i ∈ {r ,g} along the vertical z-axes follow
the diffusion equation

∂ci
∂t

= D∂
2ci
∂z2 (32.5)

whereD is a diffusion constant. Initially, we assume an ideal borderline
to be located at position z0. Thus, we take c(z < z0, t = 0) = const and
c(z > z0, t = 0) = 0 as boundary conditions. Then, Eq. (32.5) is solved
by the following function [6]:

c(z, t) = 1
2

(
1− erf

(
z − z0√
2‖σ‖

))
, where σ 2 = 2Dt (32.6)

Here, erf denotes the error function, that is, the integral over a Gaussian
distribution. Fitting the measured vertical concentration of red/green
particles at a given time to Eq. (32.6) using a χ2 fit, yields the two param-
eters z0 and σ . From the first, it is possible to deduce the movement
of the complete sediment. Whereas the second does provide informa-
tion about the width of the distribution, that is, how far the layers have
mixed.

At this point, it has to be mentioned that the described method is
not very robust. This is due mainly to the fact that there are not enough
particles (a sand grain is roughly 15 pixels in diameter) in the viewing
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Figure 32.11: Image processing summary.

area to provide sufficient statistics. However, this can be moderated in
future experiments by enlarging the observed window.

32.4.6 Estimation of water flow

For the estimation of the water velocity field through the gravel cavities,
we use the established particle-imaging velocimetry (PIV) algorithm [7].
Displacements between two frames are found by searching for the max-
imum value of their cross correlation [Volume 2, Section 13.5].

In order to study the trajectories of single particles, we use a method
known as particle-tracking velocimetry (PTV) [8], see Chapter 31. With
this approach, particles in one frame are located in the next frame and
tracked over a series of images. However, due to the muddy water
encountered in the tank it is not possible to segment many particles
reliably. Thus, we obtain only sparse velocity information with this
method.
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32.4.7 Image processing summary

Apart from the flow analysis presented in the previous section, the
image processing follows the same steps. The image sequences are
compressed, using the algorithm described in Section 32.4.3, just after
they were taken and then stored on CD’s. After decompression, the im-
ages are first corrected for inhomogeneous illumination. Then, the ve-
locity fields are calculated using the structure-tensor algorithm. From
these fields, it is already possible to obtain averaged velocities using
only those areas where the coherence measure exceeds 0.5. However,
for further calculations we need smooth and continuous fields. Those
are obtained via the normalized convolution. As a last step, rotation
and divergence values are calculated to obtain mixing parameters. Fig-
ure 32.11 summarizes the image-processing steps involved.

For the color images location z0 and width σ of the boundary are
calculated additionally as described in Section 32.4.5.

32.5 Results

Some exemplary results are shown in this section together with a simple
model that allows an estimation of expected velocities at given pressure
situations. (For detailed results see [9, 10]).

32.5.1 Movements due to pressure changes

We typically encounter a water draw down of 60 cm within 5 s after a
passing ship in an inland channel corresponding to a pressure change
of 60 mbar/s. Thus, we sought to simulate this conditions under differ-
ent situations. The most important parameter is the mechanical load
placed upon the soil structure, which can be simulated by additional
hydraulic pressure from above. We studied three possibilities:

• no additional mechanical load: Only the weight of the steel bars
and metal sheets, used to distribute the force, is present. This is far
too little to prevent the soil from floating due to the entranced air
content;

• critical mechanical load: Enough pressure is used to stabilize the
soil under normal conditions, that is, pressure corresponding to 4-m
water level and a draw down as described in the foregoing. However,
already at lower water levels of 2 m, destabilization sets in; and

• very high mechanical load: Under such a holding force the soil
should remain stable even for higher draw down and low water lev-
els.

As mentioned earlier, it is the air content in the soil that causes excess
pore water pressure to build up. This pressure can in turn cause the
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a b

Figure 32.12: Displacement vector fields: a just after the draw down; and b
20 s later.
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Figure 32.13: Possible grain movements due to changing hydraulic load con-
ditions.

sediment to flow like a fluid if there is insufficient mechanical load to
stabilize.

The pressure gradient can cause the complete sediment to lift as
can be seen from the displacement vector fields calculated with the
structure tensor shown in Fig. 32.12. In this example, no additional
mechanical load was placed on the sediment. The second velocity field
corresponds to a later time where the movement is in the opposite
direction as the excess pressure diminishes and the sediment settles
down.

32.5.2 Observed and predicted motion

The described lifting will always occur to a certain extent as the air
bubbles contained in the sediment expand (see Fig. 32.13). If this ex-
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a b

Figure 32.14: Measured and calculated velocities: a stable setup; and b unsta-
ble situation. Note the different scales.

pansion is the only cause of motion we can derive a simple model to
quantify the accompanying movements. If, on the other hand, the wa-
ter flow due to expanding air bubbles causes sediment particles to be
drawn away, this simple description will cease to appropriately explain
the encountered motion.

For the relation between pressure P within the bubble (which equals
the pressure of the surrounding liquid) and its volume V , we take the
ideal gas equation

PV = νRT = const = c (32.7)

For constant temperature T , a Taylor expansion of the volume for an
infinitesimal pressure change dP , and resubstitution of the bubble ra-
dius, the following formula for the expected velocity can be derived
[10]:

u(t) = dr(t)
dt

= −( c
36π

)
1
3 P−

4
3

dP(t)
dt

(32.8)

If the expansion of the air bubbles is the only cause of motion, Eq. (32.8)
should qualitatively describe the measured velocities. The free param-
eter c stems from the unknown air content and should remain constant
with time.

In Fig. 32.14, the measured mean velocity and the expected velocity
are plotted together. In the stable environment, the model agrees sur-
prisingly well with the measured data. In the other case (Fig. 32.14b)
the layers do not remain stable and the model no longer captures the
situation. However, the onset of the motion is still described correctly.
This strongly suggests that the expansion of air in the sediment is the
actual cause of motion.
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a b

Figure 32.15: Fitting the color distributions: a example fit; and b comparison
of computed lifting for the tensor method and the fit.

32.5.3 Mixing

As described in Section 32.4.5, we use divergence and rotation of the
velocity field in order to quantify the amount of mixing. It turns out
that both values are strongly related. This is not altogether surprising
due to the inhomogeneous structure of the sediment. Wherever there
are local velocity gradients they will lead to some circular movement.
We obtain the expected results that the mean values are about one order
of magnitude higher for experiments with lower mechanical load and
lower water levels.

Color: An example fit of the measured color distribution to Eq. (32.6)
is shown in Fig. 32.15a. The first parameter extracted is the position
of the red-green boundary z0. This also describes the lifting of the
complete sediment and can be compared with the result obtained from
the integration of the velocities calculated with the structure tensor.
Figure 32.15b compares these two approaches; they qualitatively yield
the same values.

However, the forementioned problem, due to relatively bad statis-
tics, results in scattered and not very accurate results. Thus, the com-
puted boundary width σ only allows qualitative statements. One ob-
servation is that the width does increase by a factor of 2 over the whole
measurement campaign. Second, it is observed that within one experi-
ment (one water level draw down) σ remains the same for stable situ-
ations and shows some broadening for unstable situations. Thus, the
broadening described by σ(t) is a function of the numbers of draw
downs, rather than a function of t within one pressure change.

32.5.4 Flow in gravel

One example of the flow field within a pore volume is illustrated in
Fig. 32.16a. This was calculated at a specific time step using PIV. From
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a b

Figure 32.16: Water flow in gravel: a Eulerian motion vector field at one point
in time; and b Lagrangian trajectories for a sequence.

Fig. 32.16b the trajectories of some particles, as computed with the PTV
algorithm, over a time of 10 s can be seen.

32.5.5 Results summary

For high loads it is possible to account for sediment movements through
the expansion of air bubbles within the soil. Here, a simple model yields
qualitatively good results. For lower loads, a fundamentally different
situation appears. Velocities are higher by one order of magnitude (see
also Fig. 32.14), and the model does not correspond to the measured
displacements. The calculated mixing parameters show a similar pic-
ture with much higher values for low load conditions. Image sequences
taken under such circumstances, clearly show a flow of sediment. This
flow of material also becomes evident in the overall lifting of the sed-
iment that is far greater (> 2 mm) for such unstable situations than it
is for stable configurations (0.01 . . .0.1 mm).

32.6 Conclusions and future activities

A novel approach to investigate movements that occur at the bound-
ary of gravel and sediment layers in river sediments was presented. To
handle large data sets, we introduced an image-sequence compression
scheme based on motion detection. It was shown that this compres-
sion does not alter the calculation of optical flow fields computed with
the structure tensor using the compressed image sequences. A fast
method for color segmentation was presented. From the extracted dis-
tributions, conclusions about lifting and mixing within sand layers can
be derived.

A combined analysis of the captured velocities and the simultane-
ously measured pressure values reveals excess pore water pressure to
be responsible for soil movements.

We also showed an approach to study water flow within a pore vol-
ume. The feasibility of this method could be demonstrated. In the near



718 32 Analyzing Particle Movements at Soil Interfaces

future, systematic studies of horizontal flow fields in and above gravel
layers are planned.

Acknowledgments

We would like to thank Mr. H.-J. Köhler from the Federal Waterways
Engineering and Research Institute (BAW), Karlsruhe, for the support,
both practical and financial, that made this project feasible.

32.7 References

[1] Köhler, H. J., (1993). The influence of hydraulic head and hydraulic gra-
dient on the filtration process. In Filters in Geotechnical and Hydraulic
Engineering, Brauns, Heibaum, and Schuler, eds., Balkema. Rotterdam.

[2] Gröning, H., (1996). Mehrgitterbewegungssegmentierung und Messungen
am großen Simulationstank zur Bestimmung von Sedimentverlagerungen.
Diploma thesis, University of Heidelberg.

[3] Haußecker, H., (1993). Mehrgitter-Bewegungssegmentierung in Bildfolgen
mit Anwendung zur Detektion von Sedimentverlagerungen. Diploma the-
sis, University of Heidelberg.

[4] Köhler, H. J., Haußecker, H., and Jähne, B., (1996). Detection of particle
movements at soil interfaces due to changing hydraulic load conditions,
localised by a digital image processing technique. In 2nd International
Conference on Geofilters, J. Lafleur and A. L. Rollin, eds., pp. 215–226.
Montreal.

[5] Haußecker, H., Jähne, B., and Köhler, H. J., (1995). Effektive Filterverfahren
auf Mehrgitter-Datenstrukturen. In 4. Symposium Bildverarbeitung ’95,
Technische Akademie Esslingen. Ostfildern.

[6] Crank, J., (1975). The Mathematics of Diffusion. New York: Oxford Uni-
versity Press.

[7] Willert, C. E. and Gharib, M., (1991). Digital particle image velocimetry.
Experiments in Fluids, 10:181–193.

[8] Hering, F., Merle, M., Wierzimok, D., and Jähne, B., (1995). A robust tech-
nique for tracking particles over long image sequences. In ISPRS Inter-
commision Workshop “From Pixels to Sequences”, E. P. Baltsavias, ed., pp.
202–207. Coventry UK: RICS Books.

[9] Beringer, O., (1998). Ein Meßsystem zur Untersuchung von Sedimentver-
lagerungen und Durchmischungsprozessen mittels digitaler Bildfolgen-
analyse. Diploma thesis, University of Heidelberg.

[10] Spies, H., (1998). Bewegungsdetektion und Geschwindigkeitsanalyse
zur Untersuchung von Sedimentverlagerungen und Porenströmungen.
Diploma thesis, University of Heidelberg.



33 Plant-Leaf Growth Studied by
Image Sequence Analysis

Dominik Schmundt1,2, and Ulrich Schurr2

1Interdisziplinäres Zentrum für Wissenschaftliches Rechnen (IWR)
Universität Heidelberg, Germany
2Botanisches Institut, Universität Heidelberg, Germany

33.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 719
33.2 Previous investigations . . . . . . . . . . . . . . . . . . . . . . . . . 720
33.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 722

33.3.1 Mechanical setup . . . . . . . . . . . . . . . . . . . . . . . . 722
33.3.2 Illumination . . . . . . . . . . . . . . . . . . . . . . . . . . . 723
33.3.3 Image and data acquisition . . . . . . . . . . . . . . . . . 724

33.4 Image analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 725
33.4.1 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 725
33.4.2 Motion estimation . . . . . . . . . . . . . . . . . . . . . . . 727
33.4.3 Interpolation of sparse displacement vector fields . . 729
33.4.4 Visualization of the results . . . . . . . . . . . . . . . . . 730

33.5 Stability and validation . . . . . . . . . . . . . . . . . . . . . . . . . 730
33.6 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 732

33.6.1 Diurnal variations of growth . . . . . . . . . . . . . . . . 732
33.6.2 Turgor-induced variations of growth . . . . . . . . . . . 732

33.7 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 733
33.8 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 734

33.1 Introduction

We describe here the application of basic algorithms of image-sequence
analysis to detect the growth of plant leaves. The aim of this work is
to provide a tool to measure areal growth of a plant leaf at high spatial
and temporal resolution.

Our technique uses a low-level motion analysis to obtain displace-
ment vector fields for each step of the sequence [1]. Maps of the growth

719
Handbook of Computer Vision and Applications Copyright © 1999 by Academic Press
Volume 3 All rights of reproduction in any form reserved.
Systems and Applications ISBN 0–12–379773-X/$30.00



720 33 Plant-Leaf Growth

rate can be derived mathematically from the displacement vector field
by calculating its divergence as the sum of its spatial derivatives in the
x- and y- directions.

Leaf growth is a fundamental process for the performance of the
plant. Distribution of growth over the plant determines its habitus and
the structure of the tissues themselves are laid down during the growth
process and can hardly be altered thereafter. In parallel to growth,
leaves differentiate and successively gain the function of mature tis-
sues. Analysis of growth, therefore: (i) is an essential prerequisite for
studying basic growth processes; (ii) provides the framework for analy-
sis of cytological, physiological, biochemical and molecular functions;
and (iii) is important in understanding the adaptation of the plant to
its environment. However, because growth is not uniformly distributed
over the leaf blade in time and space, the analysis requires methods
with spatial and temporal resolution simultaneously, a property that is
inherent in the approach to image-sequence analysis.

33.2 Previous investigations

Quantitative investigations of plant growth can roughly be categorized
as in the following scheme (the items are explained in more detail in
the following)[2]:

• direct measurement by hand, based on biometric relations;

• destructive methods for biomass analysis as, for example, fresh and
dry weight of the plant;

• continuous measurements using mechanical length transducers; and

• optical techniques using photographs of the plant that are evaluated
by hand (sometimes using image processing to compare consecutive
images).

In areally growing tissues, quantitative analysis is often based on
biometric relationships for the lack of other more appropriate meth-
ods, for example, the ratio between the product of leaf width and leaf
length to the leaf area. This ratio is often constant within one species
and can easily be determined. However, sufficient temporal resolution
is hardly obtained in such studies. Direct estimation of area can be
done with commercially available leaf-area meters, but this often in-
volves detachment of the leaf and thus destructive sampling. Alterna-
tively, simple threshold methods can be used for segmentation of the
leaf area on video or digitized images. Area is then calculated from a
calibration of pixel per unit area. These techniques usually require the
detachment of the leaf from the plant. However, in more sophisticated
setups, growth can be analyzed in attached dicot leaves by video imag-
ing and determination of the leaf area by image analysis. The accuracy
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of such systems is sufficiently high to determine variations of the in-
crease in the leaf area within minutes, as, for example, in response to
air humidity [3].

None of these integrating techniques is able to analyze the nature
of the changes in growth rates. Because growth rate at the tissue is the
integral of the expansion of individual cells within the growing zone,
changes in the growth rate can be caused by variation in cell elongation
rates as well as by the size of the expanding area. It has been shown in
growing roots that environmental factors can influence expansion rate
via either of these mechanisms [4]. On the other hand, distribution of
growth rates can change quite dynamically within minutes [5], and this
has functional relevance, for example, in directing growth in response
to environmental stimuli such as gravity in roots (gravitropism [6]). It
is, therefore, obvious that a thorough analysis of growing tissue needs
to be based on spatial and temporal information about the growing
zones.

In linearly arranged growing zones, spatial information on expan-
sion rates can be obtained by tracking series of landmarks along the
growth zone. The quality of the landmarks used in such studies ranges
from punctures with fine needles [7, 8] to inert carbon particles [6] de-
pending on the accessibility of the growing zone. The expansion rates
of the tissue between these landmarks can then either be analyzed by
determination of the change of distance between the marks after a cer-
tain time or, if the growing zone is visually accessible, by continuous
observation, for example, by video imaging.

In areally organized growth zones it is much more difficult to ob-
tain spatial information. Landmark techniques can be employed in an
analogous manner as described in the foregoing. However, many more
measurements are needed to obtain the same resolution. In addition to
the increased effort involved in obtaining the basic data set, growth in
an areally growing region is more difficult to analyze for formal reasons.
In a linear system, all landmarks move in the same direction, that is,
all growth vectors have the same angular component and, usually, it is
easy to determine a distinct point of reference (roots: root tip, leaf: leaf
tip) where the integrated elongation rate can be measured. However, in
areally growing parts, the data set obtained from landmark distortion
is a vector field in which the individual growth vectors may have quite
different values and directions. A good example of such a very tedious
work is given by Wolf et al. [9], who determined maps of growth in-
tensities and directions of pathologically malformed vine leaves. One
possibility of circumventing this problem is to determine areal growth
rates directly [10]. This can be done by planimetry of the interveinal
areas in time-lapse image sequences of leaves [11]. Patterns of artificial
landmarks can also be used to study distribution of growth rates [12],
however, these systems have the significant drawback that the thus
introduced coordinate system has nothing to do with the physiologi-
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cal nature of the leaf. Recent studies investigated seedling growth by
image-sequence analysis [13, 14]. This chapter presents a technique for
analysis of dicot leaf growth with high spatial and temporal resolution.

33.3 Experimental setup

The development of the analysis was done in close interaction between
the development of the setup best suited to acquire appropriate im-
age sequences and the programming of the image analysis software
including mechanical stability (Section 33.3.1) and illumination of the
scene (Section 33.3.2). The software was written in a macro language
for image-sequence analysis (heurisko) and was eventually spilt into
four different modules:

• the acquisition module acquires image sequences (Section 33.3.3);

• the calibration module (Section 33.4.1) does the geometric calibra-
tions that are passed over to the visualization module and interac-
tive threshold adjustments prior to the actual motion estimation in
the evaluation module (Section 33.4.1). These parameters are set in
this module so that the evaluation can easily be repeated with the
same set of parameters on a different time base;

• the evaluation module calculates (Section 33.4.2) and interpolates
(Section 33.4.3) the displacement vector field (DVF) of the image
sequence in a batch mode based on the input from the calibration
module; and

• the visualization module (Section 33.4.4) that provides procedures
to interactively browse through the raw and calculated data, extracts
velocity and growth profiles.

33.3.1 Mechanical setup

For the determination of motion it is necessary that the motion imaged
in the image sequences originates only from the object and not from the
setup itself. Thus, to suppress displacement of the camera relative to
the leaf the entire setup was constructed from heavy stands (Fig. 33.1).
A classical continuous length measurement was included in the setup
for evaluation of the method. Additionally, this fixed the leaf base and
the main axis of growth was clamped to the focal plane by means of a
nylon twine attached to the leaf tip by a small clamp holder. The twine
was kept under tension by a weight bound to its end and was led over
a reel connected to a rotary voltage transducer , which continuously
monitored the movement of the reel. This allowed the monitoring of
minute displacements. With a rotary resolution of 11 bit (2048 steps)
and a reel of 15 mm diameter, the minimal displacements to resolve
were of the magnitude of 25µm.



33.3 Experimental setup 723

1

2

3

4

5

6

~
3
5
 c

m

Figure 33.1: The mechanical setup for the optical measurement of leaf growth:
(1) a Ricinus plant on an adjustable stage; (2) frame of heavy stands; (3) small
rod for the fixation of the leaf base; (4) CCD camera; (5) rotary voltage trans-
ducer for length measurement; (6) panel of IR LED for illumination.

a b c

Figure 33.2: A Ricinus leaf illuminated by LEDs at 950 nm in the three different
modes: a reflection; b transmission; and c lateral scatter. The spot on all images
is the result of an infiltration of the sponge parenchyma with water, closing the
intercellular air spaces responsible for the scattering.

33.3.2 Illumination

For the illumination of the leaf, different light sources and illumination
modes have been carefully considered. For motion analysis, a signal
is desired that is rich in contrast, closely correlated to the leaf struc-
ture and insensitive to small deviations of the orientation of the leaf
surface. An additional constraint is introduced by our application: the
illumination must not cause any response of the leaf. The latter con-
dition narrows the choice for a light source to the wavelength beyond
900 nm because apart from the absorption of chlorophyll , which peaks
at 430 nm and 680 nm, the leaf contains pigments absorbing light of
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wavelength up to 880 nm that are involved in morphogenetic1 path-
ways.

In this wavelength range, GaAs LEDs with a narrow emission peak
around 950 nm provide a stable light source, which matches well with
the sensitivity range of the standard silicon CCD (500 nm to 1100 nm)
(see also Volume 1, Chapter 7). To suppress the contribution of the
growth chamber illumination to the signal and to avoid specular re-
flection that occurs in the visible light, a long-wavelength pass filter
was placed in front of the camera lens.

To understand the nature of the leaf image in near IR illumination,
it is necessary to look at the leaf structure and its optical properties.
Roughly, the leaf is built of four layers of different cells: (i) the upper
epidermis2; (ii) the palisade parenchyma3; (iii) the spongy parenchyma;
and (iv) the lower epidermis. Additionally, the leaf is covered by the
cuticle, a waxy layer on the upper and lower epidermis. Contrary to
the other layers, the sponge parenchyma is loosely packed contain-
ing many small air-filled cavities. The near IR is transmitted without
absorption through the dense cell layers and then scattered by the
sponge parenchyma (see Vogelman et al. [15] for a thorough review of
the optical properties of leaves). The diffuse scattering by the sponge
parenchyma results in a signal that is very close to the reflection from
a Lambertian surface, considered ideal for image-processing applica-
tions, which is proved by the change in the optical properties when the
leaf is infiltrated with water (Fig. 33.2).

Three different modes of illumination are possible (Fig. 33.2): a
backscatter; b transmission; and c lateral scattering. For compactness
of the setup, the backscatter mode was chosen where the leaf is illumi-
nated by a panel of 100 LEDs from the viewing direction.

33.3.3 Image and data acquisition

The images were acquired using a standard CCD camera (Sony XC-75)
connected to a gray-scale PCI bus framegrabber (Eltec PC-Eye 1) in a
PC (Pentium 133 MHz). The software used for the image acquisition
was a standard image-processing package (heurisko) on a Windows 95
platform. The data from the length detector were collected by a second
PC with an A/D converter card at a sampling interval of 20 s using a
standard data acquisition software (Turbo Lab). For the evaluation of
the technique and the determination of the optimum sampling interval,
the images were sampled at a rate of one frame/min for diurnal analysis
of growth (Section 33.6.1). A full diurnal sequence extends over 24 h
and consists of 1440 images. During root-pressurizing experiments

1Morphogenetic refers to the genetic program to alter the morphology of a plant.
2Epidermis is the name for the outer cell layer of a tissue.
3Parenchyma is the name for the inner cell layers of a tissue.
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(Section 33.6.2) a sampling interval of 10 s was chosen due to the rapid
changes expected and the shorter duration of the experiments (1.5 to
2 h, 540 to 720 images).

Though the base of the leaf is tightly fixed in the setup, shaking of
the lobe occurs due to the wind necessary for the climatization of the
growth chamber. The wind induced a shaking of a frequency of approx-
imately 1 Hz. As the wind can not be turned off during the acquisition
of images, a strategy had to be found to circumvent the violation of
the sampling theorem when images are taken at a rate of 1 min−1. By
integrating over a sequence of 80 images of a sequence acquired at stan-
dard video rate (30 frames/s), the effect of the shaking could largely be
eliminated. Additionally, the integration led to an enhancement of the
signal-to-noise-ratio of the images (integration over 80 images means an
improvement of

√
80), making evaluation at lower light levels feasible.

Sequences could thus be acquired with the same aperture during night
and day without a need to adjust the brightness of the illumination.

33.4 Image analysis

Measuring growth quantitatively at a high temporal resolution is a diffi-
cult task because the displacements that need to be detected are negli-
gible. A young leaf of Ricinus of 80 mm grows at a maximum elongation
rate of 2 mm/h. To obtain a temporal resolution of 5 min, the system
must have a spatial resolution of at least 2 mm/12 = 0.167 mm to de-
tect the movement of the leaf tip. If the entire leaf is imaged on a
charge coupled device (CCD) of 640×480 pixels at a sampling rate of
1 frame per 2 min (larger sampling intervals will eventually lead to an
incoherent motion, see Section 33.5), the maximum movement of the
leaf corresponds to a displacement of 0.53 pixel/frame. Therefore, a
motion estimator of an accuracy well in the subpixel range is needed.

33.4.1 Calibration

The calibration module consists of two principal parts: the geometric
calibration itself and a part that provides some basic settings for the
subsequent evaluation. Additionally, the normalization of the mean
gray value as a preprocessing step for the low-level motion estimation
is described in this section.

Geometric calibration. For accurate determination of the velocities
and the growth of the leaf, the magnification of the system (camera
and frame grabber) must be known. Because the leaf is constrained
to a plane perpendicular to the direction of view, only the magnifica-
tion and the aspect ratio and not the full set of 3-D coordinates of the
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a b

Figure 33.3: a The grid used for calibration; and b detected points marked on
the grid and camera parameters.

camera have to be determined. As the growth analysis shall be ap-
plied at different scales, an easy-to-handle procedure was chosen: A
regular grid printed on a cardboard is placed in the fixation replacing
the leaf and a set of calibration images is taken (Fig. 33.3a). For the
calibration, the origin, the x- and y- base vectors, the number of grid
points (nx×ny ), and the spacing of the grid must be given. Then all
grid points are extracted automatically to subpixel accuracy by fitting
a cross of Gaussian lines around each grid point [16] (Fig. 33.3b). From
the list of points, the magnification, aspect ratio and a parameter for
the radial distortion are calculated and the results are passed on to the
visualization module (Section 33.4.4) that converts the velocities from
pixel/frame coming from the evaluation module to millimeter per hour.

Normalization of the mean gray value. Low-level motion estimators
are very sensitive to changes of brightness over time. It is, therefore,
necessary to provide either a homogeneously illuminated scene or a
reference for the compensation of fluctuations of the image intensity.
In our setup the illumination by LEDs provides a stable light source
as can be seen in the plot of the mean gray value of a night sequence
of Ricinus (Fig. 33.4a). Because the growth chamber illumination also
emits in the near IR, significant contribution of chamber light occurs
during the illumination period (Fig. 33.4b). It can be clearly seen that
the ambient light introduces strong fluctuations of the mean gray value
that severely hamper the motion estimation as can be judged by the
confidence fill factor defined in Section 33.4.2 (Fig. 33.4c). To overcome
this disturbance, we utilize the fact that: (i) the motion of the leaf is
small, that is, less than 1 pixel/frame and that; (ii) the leaf exhibits a
very homogeneous texture. Under these conditions, the variation in
the mean gray values of the leaf are due mainly to fluctuations of the
illumination and can thus be used to eliminate these. For the correction,
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a b

c d

Figure 33.4: Plots of the mean gray value of: a a night-time sequence (illumi-
nated by an IR LED panel); and b a daytime sequence. The variations of image
brightness introduced by the growth chamber illumination are obvious. In c the
confidence fill factor resulting from a direct evaluation of the sequence plotted
in b is shown (see Section 33.4.2 for the definition of the confidence fill factor).
Plot d shows the confidence fill factor of the same sequence when the mean gray
value is normalized.

an area of interest is chosen in the center of the image. In this area, the
mean gray value (gmean) is calculated and then the image is multiplied by
the g0/gmean resulting in a much higher percentage of valid information
from the motion estimator (Fig. 33.4d).

33.4.2 Motion estimation

Motion is estimated by the so-called structure tensor approach [1]. To
obtain a dense displacement vector field, local motion is determined by
an analysis of the orientation of the gray-value structure of a small spa-
tiotemporal neighborhood (7×7×7 pixel for the data presented here)
of the image sequence. In the first step, the structure tensor (see Vol-
ume 2, Section 13.3.2) is calculated using a Sobel-type filter that is op-
timized for isotropy of the derivation [17] and a standard binomial
smoothing filter for the summation over the spatiotemporal neighbor-
hood. At this point, the low-pass property of the smoothing is utilized
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Figure 33.5: Six images from the course of a full 2-D growth evaluation: a
image from the original time-lapse sequence; b raw velocity field (x-component,
color coded) of the leaf surface as calculated from the sequence by a low-level
motion estimator (see text); c subset of pixel with a confidence measure above
a set threshold; d velocity field when c is considered (masked by the leaf mask);
e interpolated velocity field (x-component); f divergence of the velocity field (x-
and y-direction); (see also Plate 7).
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in the spatial direction to subsample the images, thus obtaining a re-
duction of the data by a factor of 4, which speeds up all subsequent
operations by the same factor.

Analysis of the structure tensor as described in Section 13.3.2 yields
the velocity field and a set of control parameters, namely, coherence,
edge, and corner measure. The coherence indicates whether the algo-
rithm has computed any motion information at all; edge and corner re-
port on the presence or absence of the aperture problem, respectively.
The aperture problem circumscribes the fact that for a linear feature
(e. g., a straight line), only the motion perpendicular to its orientation
can be determined from focusing at a small neighborhood [18].

At this point, two masks are generated for further analysis: (i) a
mask of the borders of the leaf used for the analysis; and (ii) a mask
of the pixels considered valid by the motion analysis. The first mask
is obtained by simply masking the pixel above a set threshold (usually
between 50 to 60 % of the maximum gray value) of the original image
and then selecting the largest connected region. This approach yields
good results for more than 90 % of the images of a sequence. The mask
of the valid motion estimates is obtained by masking out all pixels with
a corner -measure below 0.8 (a value yielding reasonably dense motion
fields). The ratio of the number of valid pixels from the motion analysis
to the number of pixels of the segmented leaf area is then defined as
the confidence fill factor . This is a good estimate of the quality of the
motion analysis of an entire sequence.

33.4.3 Interpolation of sparse displacement vector fields

The computation of the 2-D displacement vector field (DVF) by the struc-
ture-tensor technique can only be performed accurately on the subset
of the image where the corner measure exceeds a set threshold (see Sec-
tion 33.4.2). The DVF resulting from the motion estimation is sparsely
and inhomogeneously filled (Fig. 33.5c). For further analysis, a dense
and homogeneously filled velocity field must be interpolated from the
sparse velocity data. This can be done by using a modified version of
the normalized convolution proposed by Knutson and Westin [19] (see
Section 7.6), where the so-called applicability function is replaced by a
binomial smoothing mask. The binomial mask offers the advantage of
separability and thus computational speed (another efficient implemen-
tation can be found in Section 37.4.2). For effective computation the
binomial operator is implemented by a Gaussian pyramid. We found
that smoothing to the fourth pyramid level gives best results for our
image material.

As weighting mask we use an image with all pixels with a corner
value above 0.8 set to 1. No further weighting is used because the
normalized values for the corner and coherence measures, though use-
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ful for selecting the pixel of valid information, are not appropriate for
error propagation by direct weighting. Figure 33.5d shows the calcu-
lated x-velocity where the coherence measure exceeds 0.8; the image
in Fig. 33.5e is the result after the convolution.

33.4.4 Visualization of the results

As an integral part of the system, an interactive tool for the display
of the results has been developed. First, the sequence of DVF can be
browsed and all intermediate results can be displayed. At any point
the part of the sequence on which the current result is based can be
displayed, which helps to understand outliers in the analysis.

For examples of the output of the visualization module refer to
the figures in this chapter. An xt-image of the velocity or divergence
(growth) along an arbitrary horizontal axis can be shown in gray value
or pseudo-color mode (see Fig. 33.7 for an example of a color-coded
plot). The confidence fill factor can be displayed to assess the quality
and success of the evaluation (Fig. 33.6a). The DVF can be displayed in
different modes and as an overlay to the original image (Fig. 33.5b–f).
The velocity profile of any point on the leaf can be plotted and com-
pared to that of the mechanical length sensor (Fig. 33.6b-d).

33.5 Stability and validation

The stability of the optical growth analysis has been investigated by ex-
amining the effect of variations of the sampling interval. When choos-
ing an appropriate sampling rate for the growth sequences, two require-
ments must carefully be balanced: (i) the motion must be coherent over
the entire length of the part of the sequence upon which the motion
estimation is based; and (ii) the motion of the leaf should fall in the
optimum detection range of the motion estimation. For the purpose
of finding the optimum sampling rate we have sampled sequences at a
rate of 1 frame/min and analyzed the sequences at steps of 1 to 4 min.
The results of this evaluation are summarized in Fig. 33.6.

The confidence fill factor defined in Section 33.4.2 is a good estimate
for the coherency of the motion over time. For the evaluation of our
test sequence it is plotted in Fig. 33.6a for the four different time bases.
Together with the motion data of the leaf tip, which is the fastest mov-
ing point in the image (Fig. 33.6d), it becomes clear that the coherency
decreases with an increasing sampling interval. This effect becomes
even more pronounced when the velocities are high.

From Fig. 33.6b and c an estimate of the accuracy of the velocity es-
timation can be given. From the investigations of Haußecker and Jähne
[1], we know that the structure-tensor approach works best for displace-
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Figure 33.6: Velocities at different time steps.

ments between 0.1 to 1.0 pixels/frame. Considering that the velocity at
the leaf tip is the maximum velocity in the image, Fig. 33.6b shows
that at a sampling interval of 1 min, the maximum velocity becomes
too small to be detected properly. In Fig. 33.6c, it becomes clear that
the data from the motion estimation becomes noisier with the shorter
sampling intervals.

As an independent measurement, the data of the mechanical length
detector integrated into the setup of the optical growth analysis was
recorded simultaneously during all measurements. This allows us to
determine the velocity of the leaf tip mechanically and optically. Com-
parison of both results confirms the result of the optical motion esti-
mation at the leaf tip (Fig. 33.6d).

Because there are no other techniques that yield growth maps with
a high temporal resolution, the growth maps could only be compared
qualitatively to the growth distribution known from the literature [10].
Though the data from these sources were sampled on a daily basis, the
finding of a distinct region of growth near the leaf base agrees well with
our data.
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Figure 33.7: The growth of the middle part of a Ricinus leaf depicted as a
spatiotemporal image; (see also Plate 8).

33.6 Applications

In our preliminary studies, we applied the system to two different is-
sues. First, we investigate the diurnal variation in plant growth, and,
second, rapid changes in growth pattern induced by step changes of
the turgor pressure.

33.6.1 Diurnal variations of growth

Diurnal variations of growth and growth pattern are a basic issue when
studying the growth of plants. Hence, the first application of the new
technique was to monitor the growth of Ricinus in a growth cham-
ber. Growth chambers offer the advantage of a well-controlled envi-
ronment because the lighting, the temperature, and the humidity can
be controlled. In growth-chamber experiments, we have investigated
the growth of Ricinus and tobacco. A typical result from a nighttime
sequence of Ricinus is shown in Fig. 33.7. The temporal and spatial
resolutions in this example are approximately 5 min and 5 mm, respec-
tively.

33.6.2 Turgor-induced variations of growth

When looking at the basic process of growth, a clear distinction between
cell division and cell elongation must be made. Cell elongation can be
described by the commonly accepted Lockhart equation [20]

1
L

dL
dt

=m(P − Y) (33.1)

(This expression denotes the relative elongation rate; m is the exten-
sibility of the cell wall, P is the turgor pressure, and Y is a threshold
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value for P below which responses of L to P are elastic.) The turgor
pressure builds up by the imbalance of osmotic potential inside and
outside of the cell and the fact that the cell wall is rigid. Turgor pres-
sure can be of a magnitude as high as 1 MPa. Expansion is initiated
by cell wall loosening enzymes that lead to a plastic deformation. To
determine the elastic and plastic contribution to deformation a setup
by Passioura [21] can be used: The seedling is planted in a “pressure-
bomb” so that the root system can be pressurized and the stem of the
grown-up plant seals the container. When pressure is applied to the
root system the turgor is raised accordingly (0 to 0.4 MPa).

The application of a step changes in pressure at the root system
(0 to 20 min: atmospheric pressure, 20 to 40 min: 0.3 MPa above atmo-
spheric pressure, 40 to 60 min: atmospheric pressure) revealed a plastic
deformation of the entire leaf blade for a duration of only 5 min. This
indicates an active control of the actual growth rate. When the pressure
was lowered, a shrinkage of the leaf could be observed that was about
one-tenth that of the previous expansion.

33.7 Outlook

Future work on optical growth analysis will include an extensive de-
ployment in the field, for example, a thorough investigation of diurnal
rhythms of Ricinus and tobacco. Also, thorough investigations on the
macroscopic extensibility of plant tissue by means of Passioura-type
pressure experiments are planned. The possibility of using the same al-
gorithms on other species (for example, arabidopsis) will be examined.
A comparison with particle tracking approaches in Chapter 31 will be
used for further validation of the results and as a complementary tool
in situations where the plain velocity estimation is not possible, for
example, due to the lack of natural texture in image.

Destructive sampling guided by online mapping of leaf growth will
prove to be highly relevant in elucidating the underlying mechanisms
on the biochemical and physiological level of growth control. On the
road to an integrated system for the remote sensing of physiological
data we will combine the optical growth analysis with, for example, the
simultaneous observation of green fluorescent proteins (GFP), which
may be used as a guide for various biochemical activities. Another
probe for intracellular Ca2+ concentration is described in Knight et al.
[22] (for an introduction to the potential of these techniques, see Chap-
ter 34). Furthermore, the IR radiation of the leaf can be used to obtain
information on the water status of the leaf (see Chapter 36).

The approach described in this chapter is limited to the analysis of
leaves in planar setting. Motion out of the plane that occurs in any
natural situation severely biases the results. To solve this problem, a
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3-D representation of the leaf will be obtained from approaches such
as depth-from-motion or depth-from-stereo (see Chapter 17). With the
full 3-D analysis, it will be possible to analyze growth and plant motion
at the same time.
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34.1 Introduction

The development of very powerful fluorescence imaging techniques has
led to a much deeper understanding of the structural and functional or-
ganization of cellular systems. Especially the possibility of measuring
intracellular ion concentrations with high spatial and temporal resolu-
tion (Chapters 21 and 12) has contributed to our knowledge about the
mechanism of cellular information transduction and the very central
role of Ca2+-ions as the ubiquitous “second messenger” in cells [1]. In-
tracellular changes in Ca2+-ion concentration are involved in many im-
portant cellular events, for example, neurotransmitter release, or the
excitation-contraction coupling in heart and skeletal muscle.

The power of modern fluorescence imaging techniques has allowed
the monitoring of processes from the cellular down to the molecular
level. As an example, measurements of the overall cellular Ca2+-level
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have contributed significantly to our knowledge about changes in in-
tracellular calcium concentration under diseased conditions for many
pathogenic diseases (e. g., [2]). Ca2+-waves have been identified as com-
plex spatio-temporal phenomena inherent to all excitable cells (e. g.,
[3]). But also the fundamental molecular events of Ca2+-release, the
Ca2+-sparks, could be detected in heart and skeletal muscle with fast
confocal scanning fluorescence microscopic techniques [4, 5, 6]. Thus,
it is of fundamental importance to have a detailed and accurate anal-
ysis of fluorescence images in order to derive the cellular or subcellu-
lar Ca2+-ion distribution with the highest possible accuracy. Potential
pitfalls using fluorescence indicators are the limited kinetic properties
of the dye and also the interaction of free Ca2+-ions with a variety of
buffers present in the system.

The most powerful method to handle these problems is a model-
based analysis of the fluorescence images, as mathematical models pro-
vide the unbiased concentration profiles of any substance of interest.
Examples where this method recently has been successfully applied are
models of biphasic Ca2+-transients in electrically nonexcitable cells [7],
the analysis of Ca2+-waves [8], and the analysis of Ca2+-sparks [9].

In this chapter we will discuss the method of a model-based analysis
of fluorescence images on the basis of Ca2+-transients from muscle
fiber preparations, which serve as good examples for the function of
cellular systems due to their complex internal structure.

34.2 The necessity of modeling fluorescence images

When using fluorescence imaging data as a quantitative measure of in-
tracellular ion concentrations, several problems arise. For Ca2+-ion de-
termination the most important issues are:

• Ca2+-ions inside the cell are present in various different “states”
(Fig. 34.1). In addition to the free ions, calcium is also bound to sev-
eral intrinsic and extrinsic Ca2+-binding sites (of which the fluores-
cence indicator is very often the most important one). Ca2+-ions can
also be sequestered in intracellular membrane-bound organelles, for
example, mitochondria, the endoplasmic reticulum (ER), or the sar-
coplasmic reticulum (SR) of muscle fibers;

• Fluorescence indicators generally affect the free ion concentrations
by their own binding affinity. Also, the fluorescent dye will follow
changes in free ion concentrations only with a more or less pro-
nounced delay due to inherent kinetic limitations of the buffer-ion
interaction;

• Very often the distribution of the fluorescent dye inside the cell is
not known in detail, for example, the dye can also cluster on the sur-
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Figure 34.1: The various states of calcium in a cell and their interplay.

face or inside membrane-bound organelles, and therefore the origi-
nation of the measured fluorescence signal is often unclear;

• The different states of Ca2+-ions interact by very complex processes:
Ca2+-ions are released or actively transported by cellular proteins,
the binding of Ca2+-ions is kinetically limited by the on- and off-rate
constants of each buffer (this is a very important issue especially
when measuring fast concentration changes with fluorescent dyes),
and all mobile components of the cellular system also undergo dif-
fusional translocation;

• Many quantities of biophysical and physiological relevance are not
directly accessible with measurements, for example, release fluxes
of Ca2+-ions from intracellular stores, or the total Ca2+-ion concen-
tration. Failures in the regulation of the total Ca2+-ion concentration
are very often involved in the pathogenesis of severe diseases, for
example, in Duchenne muscular dystrophy [2]; and

• The contribution of a single process to transient changes in the in-
tracellular Ca2+-concentration is very hard to determine from mea-
surements of the complex system alone. The detailed knowledge
of the composition of the macroscopic Ca2+-change from individual
Ca2+-influencing processes is especially important when failures of
cellular constituents are thought to be involved in pathogenic cases.

From the forementioned points it should be clear that fluorescence
measurements alone will certainly miss very sharp intracellular spatial
gradients and that the time course of very fast changes in Ca2+-ion con-
centration cannot directly be monitored via a change in the detected flu-
orescence signal. In the following we will therefore discuss the method
of modeling fluorescent images to get a better understanding of the
true spatiotemporal concentration distribution of Ca2+-ions in muscle
fibers.
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Figure 34.2: The complex structure of a skeletal muscle fiber. The myofibrils
are surrounded by the membranous network of the sarcoplasmic reticulum,
which serves as the main reservoir for Ca2+-ions sequestered from the cytosol.
[Figure courtesy of Uwe Knobloch, Heidelberg.]

34.3 The complex structure of muscle cells

Figure 34.2 is an example of the complexity of differentiated cells,
which are far more complex than approximated in the sketch of Fig. 34.1.
Skeletal muscle fibers are approximately cylindrical in shape and the
smallest contractile units, the so-called myofibrils, contain the contrac-
tile proteins actin and myosin arranged in parallel filament systems,
which can slide past each other during contraction. The force neces-
sary for the contraction is the result of the conformational change in
the myosin heads interacting with the actin filament. The contraction
is regulated by the intracellular Ca2+-concentration, which is mainly
controlled by the membranous network of the sarcoplasmic reticulum
(SR), the intracellular Ca2+-ion store.
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34.3.1 Ca2+-regulation of muscular contraction

In general, the fast activation of skeletal muscle within a few millisec-
onds is initiated by an action potential generated by a nerve impulse,
which is transmitted to the interior of the muscle fiber via the trans-
verse tubular system leading to the voltage-dependent release of Ca2+-
ions from the SR. These ions spread in the myoplasm by diffusion and
initiate a transient increase in the free myoplasmic Ca2+-concentration
by one to two orders of magnitude leading via activation of the Ca2+-
binding troponin/tropomyosin complex to the contraction of the mus-
cle fiber.

There is still very little known about the later stages of Ca2+-uptake
by the SR, which is essential for the contraction-relaxation process.
Apart from binding to intracellular buffers (e. g., parvalbumins, troponin-
C), Ca2+-ions are actively removed from the myoplasm by the powerful
Ca2+-ATPase, which actively pumps Ca2+-ions back into the SR and thus
lowers the intracellular Ca2+-concentration to achieve relaxation.

34.3.2 Skinned muscle fibers

The function of the SR and its constituents, for example, the Ca2+-
ATPase, can be extensively studied in “skinned fiber” preparations,
where the outer sarcolemma has been removed either by mechanical
microdissection, by UV-laser microdissection or by chemical means
[10], thus allowing direct diffusional access to the myoplasm. Effects of
various drugs on the contractile proteins and on components of the SR
can directly be investigated by recording caffeine-induced force and flu-
orescence transients, which are well-established indicators to monitor
the Ca2+-handling in these preparations.

34.4 Ca2+-measurements

The fluorescence data of the caffeine-induced Ca2+-release in Fig. 34.3 is
recorded with a combined photometric and imaging system (for details
see [11]) using the ratiometric Ca2+-sensitive dye Fura-2 [12]. Fura-2
allows dual excitation measurements and thereby offers the advantage
that the fluorescence signal is independent of critical quantities, for
example, the dye concentration and the specimen geometry. Therefore
the changes in the fluorescence ratio signal can be directly correlated
with a change in the Ca2+-ion concentration bound to the fluorescent
indicator.

Figure 34.3 is a typical example of a caffeine-induced Ca2+-transient
in skinned muscle fiber preparations recorded with Fura-2. After the
addition of caffeine at time t = 0 s the release of Ca2+-ions inside the
muscle fiber for times t < 2.4 s can be seen and for times t > 2.4 s the
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Figure 34.3: Time series of a caffeine-induced Ca2+-transient recorded with the
Ca2+-sensitive dye Fura-2 (10µM) using the wavelength pair 340 nm/380 nm
[taken from Uttenweiler et al. [13]]; (see also Plate 9).

contribution of Ca2+-diffusion out of the fiber through the permeabi-
lized sarcolemma is clearly visible. Due to the diffusional loss of Ca2+-
ions the radial concentration profile is of very special interest in these
experiments. Therefore intensity cuts perpendicular to the muscle fiber
axis were acquired from each ratio image of the time series. The align-
ment of the radial profiles in time leads to the graph of Fig. 34.4, which
consequently reflects the spatiotemporal Ca2+-ion distribution.

However, for the exact interpretation of the experimental findings
further analysis is required. The solution surrounding the muscle fibers
in these experiments contains large amounts of extrinsic buffers, which
comprises 0.5 mM EGTA and the fluorescence indicator Fura-2 itself.
Therefore the accurate description of the total Ca2+-turnover can only
be achieved by using a more sophisticated analysis of the fluorescent
images.
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Figure 34.4: Radial concentration profile of Ca2+-ions as obtained from inten-
sity cuts perpendicular to the muscle fiber axis of each ratio image of the time
series in Fig. 34.3. The muscle fiber center is at r = 0µm and the surface at
r = 30µm.

34.5 Mathematical modeling

Mathematical models of cellular and subcellular systems mostly have
to use numerical methods as these systems are far too complex to
be treated analytically. These models often have to take advantage
of some kind of inherent symmetry to allow an easier formulation of
the associated differential equations and to reduce computational load.
Spherical symmetry is frequently assumed for modeling neurons (e. g.,
[14]) and models of muscle fibers can mostly use cylindrical symmetry
(e. g., [13, 15]). The biophysical processes involved in cellular functions
can be described by partial differential equations and the respective
numerical solutions can be obtained using a suitable discrete grid (see
[16]).

In the following, a discussion of a numerical model using an ex-
plicit finite difference approximation will be given, which attempts to
describe the Ca2+-turnover in skinned muscle fibers, as measured in
the fluorescence experiments presented in the previous section.

34.5.1 Numerical model of the Ca2+-turnover

As skeletal muscle fibers have approximately cylindrical shape mathe-
matical models can exploit the cylindrical geometry for an easier for-
mulation of the equations associated with each process. All model cal-
culations were performed assuming homogeneity along the fiber axis
and radial symmetry and the experimental geometry is approximated
as shown in Fig. 34.5.

As the main process of Ca2+-translocation is diffusion, modeling
the Ca2+-transient leads to the solution of the diffusion equation with
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Figure 34.5: Model of a skinned muscle fiber assuming cylindrical symmetry.
The different components are: diffusion of free and bound Ca2+-ions as well as
the diffusion of mobile buffers (EGTA, Fura-2), binding to mobile and immobile
buffers, Ca2+-release and reuptake by the SR and binding of Ca2+-ions to Ca2+-
binding proteins inside the SR.

various sink and source terms. The diffusion equation in cylindrical
coordinates where diffusion occurs purely in radial direction can be
written as

∂c(r , t)
∂t

= 1
r
∂
∂r

(
rD∂c(r , t)

∂r

)
+h(r , t) (34.1)

with
h(r , t) =

∑
l
hl(r , t)

where c is the concentration, D is the diffusion coefficient of the diffus-
ing substance, r is the radial coordinate, t is the time coordinate, and
h(r , t) is the sum of all source and sink terms hl(r , t) of the various
processes involved.

Let [Ca2+] denote the free Ca2+-concentration in the following equa-
tions.

The release of Ca2+-ions from the sarcoplasmic reticulum is as-
sumed to be proportional to the concentration gradient across the SR
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membrane

d[Ca2+]
dt

= k1

(
[Ca2+]SR − [Ca2+]myoplasm

)
(34.2)

where k1 is the proportional constant, which can be used to adjust the
extent of SR Ca2+-ion release per unit time.

The active removal of Ca2+-ions from the cytosol by the SR Ca2+-
pump is modeled with a Hill-type relation, assuming a Ca2+-dependent
second-order saturable pump. The uptake of Ca2+-ions into the SR can
then be written as

d[Ca2+]
dt

= p vmax[Ca2+]n

[Ca2+]n +Knm (34.3)

where vmax is the maximum uptake velocity, Km is the half-maximal
uptake rate, n = 2 is the Hill-coefficient, and p is the proportional
factor.

Calcium is assumed to bind to all buffers in a 1:1 stoichiometry and
without cooperativity, so that the following equation holds:

d[Ca2+]
dt

= klon[Ca2+]free · [bufferl]free − kloff · [Ca2+ − bufferl] (34.4)

where l = 3,4,5 is the index for the various buffers, klon is the kinetic
on-rate constant, kloff is the kinetic off-rate constant of the bufferl−Ca2+

binding.
The finite difference approximation of the diffusion equation (34.1)

without sink and source terms neglecting the error term is given by
Crank [17]

ci,j+1 = D2i
∆t
(∆r)2

[
(2i+ 1)ci+1,j − 4ici,j + (2i− 1)ci−1,j

]
+ ci,j

c0,j+1 = 4D ∆t
(∆r)2

(c1,j − c0,j)+ c0,j

(34.5)

The upper equation is for i ≠ 0 only. The indices i and j denote the
radial grid position and the discrete time index, respectively. Simi-
lar finite difference formulae can be found for the other differential
Eqs. (34.2) to (34.4).

The boundaries of the system have to be treated with reasonable
boundary conditions. In the present case Neumann boundary condi-
tions naturally apply, as there can be no flux perpendicular to the glass
surface of the experimental chamber. Also, the interface between two
different media, in this case between cytosol and surrounding bath so-
lution, has in general to be treated separately (for details see [13]). The
rate equation for the change in free myoplasmic calcium concentration
at grid points inside the fiber volume is given by

ci,j+1 = diff +h1i,j −h2i,j −h3i,j −h4i,j −h5i,j (34.6)
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where diff stands for the finite difference formula described by Eq. (34.5)
for diffusion, h1i,j is the Ca2+-release term, h2i,j the Ca2+-pump term,
h3i,j is the buffering of troponin-C, h4i,j the buffering of EGTA and h5i,j
the buffering of Fura-2. Similar rate equations can be obtained for the
concentration of each substance and for the grid points outside the
fiber volume. Finally, the rate equation for the free Ca2+-concentration
inside the sarcoplasmic reticulum can be written as

cSRi,j+1 = vSR
(
h2i,j −h1i,j

)
−h6i,j + cSRi,j (34.7)

where h6i,j denotes calsequestrin buffering and vSR =10 is the volume
factor compensating the fact that the SR occupies only 10 % of the fiber
volume.

34.5.2 Parameters

All detailed mathematical models have a large set of input parameters,
most of which are very often only poorly known under the given ex-
perimental conditions. Therefore they frequently have to be chosen
from within a broader range of values and many parameters have to
be adjusted to obtain an optimum fit between the simulations and the
experiments.

The diffusion coefficients of calcium and all mobile buffers are sig-
nificantly different in free solution and in the cytosol. The diffusion
coefficients are only roughly half the value in the cytosol (for free Ca2+-
ions: Dcytosol ≈ 225-300µm2s−1, Dfree ≈ 700µm2s−1), thus, all models
have to include the distinction between the different media. Also, the
concept of effective diffusion coefficients has been introduced [18]. The
kinetic on- and off-rate constants of many Ca2+-buffers have been mea-
sured in vivo and in vitro, but uncertainties still originate from the fact
that these quantities are highly sensitive on experimental conditions,
for example, ionic strength and pH. Therefore, corrections regarding
the experimental conditions are very often required.

The various parameters for the simulation presented were taken
from Grynkiewicz et al. [12], Wagner and Keizer [18], Cannell and Allen
[19], Donoso et al. [20], Pape et al. [21], Stienen et al. [22], and Robertson
et al. [23] as detailed in Uttenweiler et al. [13].

34.6 Simulated Ca2+-transients

The radial Ca2+-ion distribution as calculated from the model is shown
in Fig. 34.6. For the details, especially the calibration, see Uttenweiler
et al. [13]. It is evident that the radial Ca2+-Fura-2 distribution roughly
corresponds to the measured radial Fura-2 fluorescence signal. The
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Figure 34.6: Modeled radial concentration distribution for the Ca2+-Fura-2
complex, the Ca2+-EGTA complex and for the free Ca2+-ions and the total cal-
cium.

other concentrations of interest, for example, the free Ca2+-ion distri-
bution, are significantly different from the measured fluorescence sig-
nal. This can not solely be explained by the nonlinear calibration curve
of the fluorescent dye.

The differences mainly arise from the kinetic properties of the flu-
orescence dye and the high extraneous buffer capacities. In general,
the error due to the kinetic limitations of the fluorescence indicator is
larger, the faster are the processes under consideration. Spatial gradi-
ents are also mostly underestimated [15] and therefore, in general, the
true spatiotemporal Ca2+-ion distribution in fluorescence images has
to be calculated with mathematical models.

Mathematical models also offer the advantage that quantities, which
are normally not accessible with measurements, can be studied. The
reconstruction of the total Ca2+-ion distribution in Fig. 34.6 and the var-
ious concentrations and fluxes shown in Fig. 34.7 are some examples.
Very often not only the knowledge of the free Ca2+-concentration but
also of other quantities is of central importance and therefore a model-
based analysis of fluorescence imaging data can yield new insight into
previously unknown processes.
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34.7 Conclusions

The method of a model-based analysis of fluorescence images provides
a very powerful tool to study intracellular ion concentrations in gen-
eral. Especially, the investigation of the regulation of the intracellular
Ca2+-concentration by the SR in muscle fibers requires a very precise
understanding of the spatio-temporal Ca2+-distribution.

Fluorescence images acquired with various techniques (see Chap-
ters 21 and 12) yield information about the distribution of Ca2+-ions
bound to the fluorescence indicator. But only mathematical models,
which account for the kinetic properties of the dye and buffering effects
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of all buffer systems present, will reveal the unbiased distribution of
free Ca2+-ions and all other information that is explicitly or implicitly
present in the model.

The availability of quantities normally inaccessible by measurements
is a large advantage, as they can be very sensitive measures for patho-
genic changes in functional components of intracellular structures and
thereby help to expand the experimental studies on severe diseases.

In the future a direct model-based analysis of fluorescence images
will certainly be available, where the information derived from model
calculations can already be used for the analysis of the image sequence.

This approach generally is very useful for all scientific applications
where fluorescence indicators are used, as the kinetic limitations of
fluorescence dyes and the buffering of ions are commonly encountered
problems.
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35.1 Introduction

In recent years, global climate change and growing atmospheric and
oceanic pollution have drawn the attention of scientific research to the
global cycles in the environment. Accelerated burning of fossil fuels
and the diminishing tropical forests have led to a threatening increase
of atmospheric carbon dioxide, which may have an important impact on
the earth’s climate. Since the Industrial Revolution, the concentration
of carbon dioxide in the atmosphere increased by 25 %. How much does
human influence contribute to the global CO2 cycle and global warming,
the greenhouse effect, and weather phenomena, such as El Niño?

The oceans cover two-thirds of the earth’s surface. Driven by the
wind and heated by solar radiation, this moving bulk of water directly
affects the climate. These masses of flowing water have an enormous
capacity to absorb and release both heat and gases. About 7 Gt1 car-
bon is released yearly into the atmosphere [1]. As already mentioned,

11 Gt=1015 g
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Surface renewal model
(statist ical renewal)

Small eddy model
(turbulent diffusion)

Film model
(plain diffusion)

?

Figure 35.1: Which of the three simple turbulence models underlies the trans-
port process across the air/water interface: statistical renewal, turbulent diffu-
sion, or plain diffusion?

the oceans play an important role as a carbon sink. Investigations by
Keeling and Shertz [2] estimate the yearly absorption capacity of the
oceans to 3.0±2.0 Gt carbon.

The development of climatological models requires an understand-
ing of the various parameters that influence the transfer of heat and
gas across the air-sea interface [3]. The knowledge of the underlying
processes is quite incomplete as the transfer across the air-sea inter-
face is very difficult to observe and is dominated by the first millimeter
of the ocean surface [4]. Which of the three simple turbulence mod-
els underlies the transport process across the aqueous boundary layer
at the air/water interface (see Fig. 35.1): statistical renewal, turbulent
diffusion, or plain diffusion?

In recent years, new image processing techniques have been devel-
oped to obtain an insight into these processes in the laboratory and
the field [5]. Visualization and quantitative investigation of gas and
heat exchange have become feasible due to rapid progress in computer
hardware, availability of high sensitive cameras, and the development
of new algorithms.

35.2 The controlled flux technique

The Controlled Flux Technique (CFT) [6] uses heat as a proxy tracer
for gases to measure the air-sea gas transfer velocity. In contrast to
conventional techniques based on mass balances, the CFT allows the
transfer velocity to be estimated locally and with a temporal resolution
of less than a minute. Additionally, image processing techniques allow
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time: 5/60 s

2
0

 cm

Figure 35.2: Active thermography: small patches at the water surface are
heated up periodically by an infrared CO2-laser. The spots in the infrared
image sequences are tracked and the gas exchange rate is calculated from their
temporal decay; for movie see /movies/35/active.mov.

for a detailed investigation of the flow field and the microturbulence
at the ocean surface, which are important parameters of the transport
mechanisms.

Conceptually speaking, the transfer velocity k (defined in Eq. (35.1))
is a piston velocity, which is an averaged measure of how fast a gas or
heat penetrates from the airside of the interface into the water. The
transfer velocity relates the flux j across the interface to the concen-
tration difference. As the transport mechanisms for gas and heat are
governed by the same physical laws (diffusion and convection), heat
can be used as a proxy tracer for gases.

The principle of this new technique is very simple. Infrared radia-
tion is used to heat up the water surface and from the resulting temper-
ature response the transfer velocity k for heat in water is determined
by:

k = j
∆C

= j
ρcv∆T

=
√
Dh
t∗

(35.1)

where j denotes the flux at the water surface, ∆C the concentration
difference, ρ the density of water, cv the specific heat capacity of water,
∆T the temperature difference across the aqueous boundary layer, Dh
the diffusion coefficient for heat in water, and t∗ the time constant for
the transfer process.

Two different techniques, an active and a passive method, are ap-
plied to measure the transfer velocity for heat. Both methods use image
processing techniques and yield independent estimates of the transfer
velocity and, thus, can be used to cross verify each other.
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°

°

°

°

Figure 35.3: Infrared images of the water surface at different wind speeds.
The image brightness is temperature calibrated. Obviously, the temperature
contrast and the size of the structures on the water surface decrease with higher
wind speeds; for movies see /movies/35/p329.mov, /movies/35/p330.mov,
and /movies/35/p331.mov; (see also Plate 10).

Using active thermography , small patches at the water surface are
heated up periodically by an infrared laser (see Fig. 35.2). The infrared
camera system visualizes the temporal decay process of the tempera-
ture at the water surface with a resolution of up to 120 frames/s. Within
the recorded image sequences, the heat spots are tracked using a tensor
approach for low-level motion estimation [Volume 2, Section 13.3.2].
The obtained decay curves of the temperature distribution yield the
time constant t∗ of the heat transfer. According to the general equa-
tion of the gas exchange Eq. (35.1), the transfer velocity k is calculated
from t∗ (compare Fig. 35.4).

Applying passive thermography , no artificial heating is necessary.
The infrared camera is sensitive enough (compare Section 35.4) to vi-
sualize even minor temperature fluctuations at the ocean surface (see
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Figure 35.4: Schematic overview of the image processing techniques used to
investigate the gas transfer process across the air/sea interface with infrared
imagery.

Fig. 35.3). Due to latent and sensible heat fluxes and radiative cooling
at the ocean surface, the ocean skin is generally a few tenths of a degree
colder than the water bulk. This phenomenon is commonly referred to
as “cool skin of the ocean.” The temperature difference ∆T across the
interface is directly estimated from statistical properties of the nat-
ural sea surface temperature (SST) obtained from the infrared image
sequences. Once the temperature difference is computed, the transfer
velocity k is determined by Eq. (35.1). An accurate calibration technique
(Section 35.4) is required to get reliable temperature information from
the infrared imaging system.

In image sequences of these temperature fluctuations, details of the
microturbulence of the water surface become visible. This discovery
provides the unique opportunity of determining the 2-D flow field and
the turbulence statistics at the ocean surface from infrared image se-
quences [7]. Figure 35.4 shows an overview of the used image process-
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Figure 35.5: Schematic setup of the CFT. 1: infrared camera; 2: CO2-laser; 3:
calibration device; 4: x/y-scanner; 5: beam splitter; 6: laser optic; 7: PC.

ing techniques. The 2-D flow field was computed using tensor-based
techniques detailed in Volume 2, Section 13.3.2. From the flow field,
higher order properties, such as the divergence and vorticity can be
calculated. These results give a direct insight into the physics of the
transfer process [8, 9].

35.3 Experimental setup

The main part of the CFT system combines an infrared camera, an
infrared CO2-laser and a temperature calibration device. Figure 35.5
shows the schematic setup of the CFT instrument.

An infrared 25 W CO2-laser, emitting radiation at a wavelength of
10.6µm, heats up a small area of the water surface, either in continuous
or pulsed mode. The AMBER Radiance 1 infrared camera has a 256 ×
256 focal plane array (FPA), sensitive in the wavelength region from
3−5µm with aNE∆T (noise equivalent temperature difference) of only
0.02 K. Depending on the distance between the water surface and the
instrument, the observed footprint varies from 0.3×0.3 m to 1.4×1.4 m.

A Gaussian telescope optic is used to adjust remotely the size of the
laser spot from some millimeters up to some centimeters. With this
feature, a large variety of heat patterns is drawn to the water surface
(see Fig. 35.2). The temperature response as well as the spatial and
temporal behavior of the heat patterns are investigated as described in
Section 35.2.

Two personal computers are used to control all components of the
instrument and to transfer and store the image sequences and ana-
log data. One of the two computers, located in the instrument box, is
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Figure 35.6: The CFT instrument is mounted on a 7-m long boom at the bow of
the Research Vessel Oceanus during the cruise in the North Atlantic, July 1997;
(see also Plate 11).

equipped with a PCI frame grabber [10] and a multifunction I/O-card
[11]. The digital part of the I/O-card synchronizes the infrared CO2-
laser with the image acquisition board and controls the x/y-scanner
[12] as well as the servos to focus the infrared camera and to move
the calibration device into the optical path of the infrared camera. The
analog module of the I/O-board acquires temperature data from the
PT-100 sensors, located in the calibration device (see Section 35.4).

In field campaigns, the CFT instrument was used during a cruise in
the Pacific Ocean in the spring of 1995 and another one in the North At-
lantic in the summer of 1997. The entire instrumentation was mounted
on a boom at the bow of the ships (see Fig. 35.6). Several laboratory cam-
paigns in the Delft Hydraulics Laboratory (Netherlands), in the Scripps
Hydraulics Laboratory (U.S.), and in the Heidelberg wind-wave facility
(Germany), took place to perform measurements under well-defined
conditions.

35.4 Calibration

The infrared camera Amber Radiance I has a resolution of 12 Bit. To
obtain a quantitative relation between the image brightness and the
temperature, an accurate calibration has to be performed. For this pur-
pose, a special calibration device was designed [13, 14]. An internal
uniformity correction compensates the slight difference in the spatial
sensitivity of the focal plane array [15]. Radiometric measurements
[13] have shown that for an accurate quantitative analysis, this proce-
dure is not sufficient and has to be replaced by a Three-Point calibration
process.

For the calibration process, images from “black” surfaces with dif-
ferent temperatures are taken to obtain the characteristics of each sen-
sor element from the focal plane array of the infrared camera. The
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Figure 35.7: The relation between the camera signal and the temperature S(T)
is well approximated by a second-order polynomial.

Figure 35.8: Side view of the calibration device in the CFT instrument
(schematic). The thinner aluminum body serves for the calibration of the in-
frared CO2-laser as a heat sink.

relation between the camera signal and the temperature S(T) can be
well approximated by a second-order polynomial (Fig. 35.7).

Thus, a calibration device with three different temperature stan-
dards guarantees an accurate measurement of the temperature. Three
thermally isolated aluminum bodies were brought to three different
temperatures. Two Peltier elements are used to heat and cool two of
the aluminum bodies, while the third one remains at ambient temper-
ature (Fig. 35.8). The geometrical arrangement of these three tempera-
ture standards and the reference bodies reduce disturbing reflections
up to 0.001 % of incident radiation.

The temperature of the aluminum bodies is measured with highly
sensitive PT-100 elements. The relative sensitivity of these sensors is
in the order of approximately 0.01 K, the absolute sensitivity approxi-
mately 0.1 K.

While recording images at different temperatures, the calibration
curve S(T) is determined for any pixel. The reverse function T(S) delivers
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Table 35.1: Specifications of the developed calibration device for the infrared
imaging system

Specifications of the calibration device

homogeneity of the temperature over the aperture ≤ 0.025K
absolute accuracy of temperature T 0.1K
relative accuracy of temperature ∆T 0.025K

the relation between gray value and absolute temperature. Let S(T1),
S(T2), and S(T3) be the camera signal of the three aluminum bodies at
the temperatures T1, T2, and T3. The linear equation system:

 T1

T2

T3

 =
 1 S(T1) [S(T1)]2

1 S(T2) [S(T2)]2

1 S(T3) [S(T3)]2


 aTbT
cT

 (35.2)

can be solved for the parameters aT ,bT , and cT of every sensor element
by:

 aTbT
cT

 =
 1 S(T1) [S(T1)]2

1 S(T2) [S(T2)]2

1 S(T3) [S(T3)]2


−1  T1

T2

T3

 (35.3)

Using the estimated parameters from Eq. (35.3), the absolute tem-
perature for every pixel of the sensor element is computed. The ac-
curacy of temperature measurements using the calibration device in
conjunction with the Amber Radiance 1 infrared camera is detailed in
Table 35.1.

With the infrared camera and the calibration device, an infrared
imaging system is available that allows us to distinguish relative tem-
perature difference at the water surface of about 0.01 K and to deter-
mine absolute temperatures with an accuracy of 0.1 K.

35.5 Results and conclusions

As an example, results of field measurements during the spring 1995
cruise in the Pacific are shown in Fig. 35.9. The obtained transfer ve-
locities from the CFT method and the wind speed are plotted versus
time. The transfer rates are normalized to the transfer velocity of CO2

at 20° and averaged over 4 min. These data points clearly demonstrate
the necessity of high temporal resolved measurements of the transfer
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Figure 35.9: Gas transfer rates and wind speeds in a time span of 90 min.
The transfer velocities are normalized to the transfer velocity of CO2 at 20° and
averaged over 4 min.

velocity. Within a time span of 90 min, the wind speed drops from
10 m/s to a calm breeze and picks up again up to 11 m/s. Conventional
methods such as the mass balance method and dual tracer techniques
have a time resolution of from several hours to days or weeks [3]. In
this time period the meteorological conditions of the oceans are sub-
ject to changes and, thus, a parameterization of the transfer process
with intermittent meteorological parameters is very difficult.

In Fig. 35.10, the transfer velocity k is plotted versus the wind speed.
White symbols indicate field data of various authors from the past
20 yr [13], black dots indicate transfer velocities calculated from the
controlled flux technique within a time span of several hours. These
results show the enormous importance of this new approach for field
measurements of gas exchange processes.

For the first time it is possible to determine gas exchange rates with
a temporal resolution, which conforms to the time scale of intermittent
meteorological conditions. Due to this fact, a physically based param-
eterization of the transfer process across the viscous boundary layer
seems to be feasible.
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C
O

2

Figure 35.10: Summary of gas exchange measurements in the ocean and trans-
fer velocity/wind speed relations (white symbols), including heat exchange data
(black dots).
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36.1 Botanical background

Temperature relations in plants are very closely linked to their wa-
ter relations. In contrast to, for example, mammals, plants are poik-
ilothermic organisms, which means that their temperature is deter-
mined mainly by their environment because internal heat sources due
to metabolism are of minor importance for the energy budget . There
are very few exceptions from this rule (for example, in Arum species,
which produce heat in their blossom to attract pollinating insects).
However, this temperature increase can only be maintained for a few
days and the entire organ “burns” its energy during this time.

Because plants are sessile organisms and, thus, cannot escape from
unfavorable environments, they either have to face the temperature in
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their habitat or flee by growing only during periods when favorable
conditions are present. Examples for the latter are annual plants that
survive unfavorable conditions as seeds or biannual species that sur-
vive cold periods, for example, as bulbs or rhizomes [1].

Passive thermoregulation functions involve increasing the propor-
tion of reflected radiation (e. g., by white hairs, salt crusts, etc.) or
diminishing exposure by altering the inclination. The only short-term
thermoregulation in plants is to alter transpiration. However, this is
not a sensible possibility under severe heat stress, which is often ac-
companied by drought. As uncontrolled water loss to the relatively
dry atmosphere will cause severe damage, the above-ground surfaces
of plants are covered with a waxy layer (cuticle) that strongly prevents
water evaporation from the plant corpus. Transpiration occurs through
pores (stomata) formed by a complex of cells in the outermost cell layer
of leaves. Water is driven out of the leaf by the strong difference in
water concentration between the leaf-internal gas spaces and the sur-
rounding atmosphere. The cells that form the stomata control transpi-
rational water loss by opening or closing the aperture of the pores and
hence altering the conductance of the leaf surface for water vapor [2].

Apart from the impact on leaf temperature, stomata integrate many
important functions for the plant and are, thus, highly controlled by
external and internal factors: CO2 enters the leaf for photosynthetic as-
similation via the same pores. Thus, closure of stomata to decrease wa-
ter loss will simultaneously decrease the conductance for CO2 through
the leaf surface. Additionally, the transpiration stream provides the
major route of nutrient transport from the root system to the shoot
and, therefore, alterations of transpiration have consequences for the
nutrient relations of the plant shoot. For a wide range of physiologi-
cal functions in the plant, transpiration is very important and has been
studied intensively. Nevertheless, the currently available techniques [3]
have significant drawbacks (see Section 36.2).

A direct link between thermal properties of the plant and water re-
lations is that the absorption of radiation in the infrared occurs mainly
by water. With the exception of some particular states like seeds, the
water content in plants is high. As can be seen in Fig. 36.1, a plant leaf
has a heterogeneous internal structure. Different parts contain differ-
ent amounts of water per area, affecting the thermal properties of the
plant organs. Additionally, insulating structures like intercellular gas
spaces are present, which may alter the heat transfer. These thermal
properties of the leaf have not yet been studied intensively because
appropriate techniques were missing.

Thermography matches several important requirements for botani-
cal research. As a remote sensing technique it interferes as little as pos-
sible with the environment of the plant. Furthermore, it provides high
temporal and spatial resolution. These aspects become highly relevant
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with the increasing awareness of the importance of dynamic processes
and their distribution for the behavior of plants. Section 36.2 will give a
survey of previously used methods to measure water relations of plant
leaves.

Infrared imaging has been applied to plants previously by Hashimoto
et al. [4], but only in a very qualitative sense. In order to connect the
infrared images with physical parameters of the plant tissue, a thor-
ough theoretical analysis of the thermal properties has to be done to
analyze which parameters need to be measured to obtain meaningful
results and to establish a sound physical basis for the interpretation of
the infrared images. This theoretical analysis is done in Section 36.3.
The actual thermography measurements are described in Section 36.4.

36.2 Previous measurement techniques

36.2.1 Transpiration measurements

The simplest, but nevertheless in many cases most suitable, technique
to analyze transpiration is to weigh the plants. This low-tech analysis
is simple to install and delivers relevant quantitative data, if certain
pitfalls, like evaporation from the soil, are circumvented. However, the
resulting data have no spatial resolution at all and it is impossible to
apply this technique in field studies. Classical gas exchange measure-
ments involve enclosing the organ of interest (e. g., a leaf) in a cuvette
and analyzing the change of the composition of gas pumped through
the cuvette. This technique has found wide application in botanical re-
search, as it allows for study of gas exchange properties of individual
parts of the plant including dynamic responses to environmental con-
ditions. Differences in the water concentration of the gas transported
through the cuvette are determined by infrared gas analyzers and mul-
tiplied by the gas flux rate to obtain the water flux out of the leaf [5].
The same approach is applied for analyzing assimilation rates of CO2.
Several variations of this principle are applied and available as com-
mercial instruments. However, spatial resolution is poor and depends
on the cuvette system.

High spatial resolution analysis of gas exchange of leaves can be
obtained by chlorophyll fluorescence [6]. This approach is rather indi-
rectly related to stomatal conductance. In principle, light energy ab-
sorbed by the photosynthetic pigments of the leaf (mainly chlorophyll)
can be transferred into chemical energy by the photosynthetic process.
Alternatively and in many cases more likely is the emittance of the ab-
sorbed energy as heat or as fluorescent light. The proportion of energy
emitted via this pathway increases when fixation of CO2 by the bio-
chemical part of photosynthesis is inhibited. This is the case—besides
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other cases—when stomata are closed, as the leaf internal concentra-
tion of CO2 declines and less substrate for photosynthetic CO2 fixation
is present. While this technique is able to map photosynthesis rela-
tively accurately, the analysis of transpiration rates or, better, stomatal
conductance is a rather indirect measure.

Stomatal conductance has also been determined by measuring leaf
temperature [7]. This technique provided only very poor spatial and
temporal resolution.

36.2.2 Water content and leaf thickness

Approximately 85–95 % of a plant’s fresh weight is water. This param-
eter is widely used to judge the water status of plant tissue and is
commonly determined after destructive sampling of plant pieces, anal-
ysis of the fresh weight and subsequently the dry weight of the tissue.
As the determination involves destructive treatment, relatively little is
known on the dynamics of this parameter, for example, during the di-
urnal variation of water status.

The leaf water content per unit gives additional information on the
local leaf thickness. A specific number of cell layers make up the leaf
thickness and, thus, the local water content contains additional infor-
mation on the structure of the leaf. This structure is usually determined
with destructive microscopical techniques which are laborious and do
not allow sufficiently high temporal resolution to connect leaf thickness
with dynamic variation of the leaf water status. Thus, a remote sensing
technique measuring leaf thickness will deliver relevant information on
the leaf structure.

36.3 Theoretical background

Leaf temperature is the net result of several energy fluxes into and out
of the leaf. The magnitude of these fluxes is determined by a set of
external and internal parameters. The only parameter that can be con-
trolled by the plant itself in short-term is the aperture of the stomata,
which controls the flux of gases such as CO2 and water vapor through
the leaf surface. As the heat of vaporization of water is very high (the
energy needed to evaporate 1 mg of water is sufficient to cool down
almost 600 mg of water by 1 K), the evaporation of water from internal
cell walls causes an apparent flux of energy out of the leaf.

In the following part, the energy balance equation will be deduced
to determine actual transpiration rates from infrared images of a leaf
and a nontranspiring reference body. For a more thorough analysis see
Kümmerlen [8].
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Figure 36.1: Schematic cut through a leaf. It shows four distinct layers: the up-
per and lower epidermis which protect the leaf, the palisade parenchyma where
most of the photosynthesis takes place and the spongy parenchyma where the
gas exchange can take place. For an explanation of the energy fluxes see text.

36.3.1 Leaf energy budget

As the first law of thermodynamics states, the total amount of energy in
a closed system is conserved. It can only be converted between different
forms. Therefore, a simple formulation of the energy balance is given
by:

energy storage = energy influx + energy efflux (36.1)

In this chapter, influxes will be handled as positive and effluxes as
negative terms in the equations. The energy-storage component con-
sists of photosynthesis, other metabolical processes and changes in the
leaf temperature. Photosynthesis and other metabolical processes can
be neglected (they typically account for less than 1 % of the influxes) [2,
p. 347].

Influx of energy results from absorbed radiation (from the entire
spectrum, visible to thermal infrared). The main part of the energy ef-
fluxes is heat loss through water evaporation. In addition, the leaf emits
infrared radiation according to the Stefan-Boltzmann law Eq. (36.6).
Heat conduction and convection can either be an influx or an efflux,
depending on the temperature difference between the leaf and the sur-
roundings. Taking into account all these terms, Eq. (36.1) becomes

jnet = jsol + jIR + jsens + jlat (36.2)

The different terms in this energy balance equation are depicted in
Fig. 36.1 and will be explained in the following paragraphs. For easier
comparison, all energy fluxes are expressed as flux densities (in Wm−2).
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Temperature changes. The temperature change of an object when
a certain amount of heat is supplied can be determined with a simple
relationship:

dT = 1
C

dQ (36.3)

where C is the heat capacity of the object and dQ is the heat amount
(energy). The net energy flux density, jnet, of a given energy flux Φ
through an area A is:

jnet := Φ
A
= 1
A

dQ
dt

= C
A

dT
dt

(36.4)

C/A is the heat capacity per unit area of the object. Equation (36.4)
directly relates temporal temperature changes to the net energy flux
density jnet.

Solar irradiation. The term solar irradiation denominates the energy
influx by radiation in the visible part of the spectrum. For a plant under
field conditions this would normally be direct sunlight. These energy
flux densities can vary over a big range, from 1200 Wm−2 (in full sun-
light) to zero (during the night). In a climate chamber situation, which is
often used in botanical studies to control climatic conditions, artificial
light is supplied (which amounts to 50–500 Wm−2).

Not all of this energy is absorbed by the leaf, which is taken into
account by the absorptivity αsol. The influx can be written as:

jsol = αsoljin (36.5)

with the incident radiation flux density jin.

Infrared radiation. Every object emits thermal radiation (see Volume 1,
Section 2.5). For a blackbody the total emitted energy flux density jbb
can be calculated using the Stefan-Boltzmann law (see Equation (2.41)):

jbb = σT 4
bb (36.6)

Under field conditions infrared radiation from the sky has to be
taken into account. This radiation originates mainly from H2O and
CO2 molecules in the atmosphere. The effective temperature of the
sky (i. e., the temperature for which σT 4

sky equals the radiant energy
from the sky) can vary between 220 K (around -50°C for clear sky) and
280 K (around +5 °C, cloudy) [2, p. 352].

The surroundings can be considered as an object with the effective
temperature Tsurr. For simplification we assume that only the upper
leaf surface receives IR radiation from the sky and only the lower leaf
surface is subjected to Tsurr. Therefore, the absorbed infrared radiation
would be jfield

IR = αIRσ(T 4
surr + T 4

sky). In the climate chamber the part of
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the sky is given by the ceiling, which ideally has the same temperature
as the surroundings. This leads to

jin
IR = 2αIRσT 4

surr (36.7)

σ is the Stefan-Boltzmann constant, αIR the leaf absorptivity in the
thermal infrared.

The leaf also emits infrared radiation according to its temperature.
Both leaf surfaces emit into one hemisphere, the total emitted energy
flux density when taking into account Kirchhoff’s radiation law (which
states that the absorptivity αIR and emissivity εIR for a thermal radiator
are the same at each wavelength) is

jout
IR = −2αIRσT 4

leaf (36.8)

Combining the two infrared radiation terms of Eqs. (36.7) and (36.8)
gives the net IR radiation flux density as

jIR = 2αIRσ(T 4
surr − T 4

leaf) (36.9)

Heat conduction and convection. Two mechanisms can transfer heat
between adjacent media: conduction and convection, often referred
to as sensible heat transport . At the solid-gas interface, a boundary
layer exists, over which heat is transferred only by conduction. The
thickness of the boundary layer (and, therefore, the transfer velocity of
heat across it) is strongly dependent on the wind speed over the leaf.
Beyond the boundary layer, heat is transported away from the leaf by
turbulent convection. This is generally a very fast process, which makes
the conductive part the main resistance for sensible heat transport.

Fick’s first law describes the diffusive transport of substances in the
presence of a density gradient (here 1-D)

jdiff = −D d
dx
c

with c: concentration; D: diffusion coefficient; jdiff: flux density.
When this law is applied to heat transfer of the leaf surface, “con-

centration” becomes energy density and flux density becomes energy
flux density. The energy density stored in a medium can be calculated
as c = ρcpT , which leads to

j heat
diff = −Dρ cp dT

dx
(36.10)

Here ρ is the density of the medium and cp is its specific heat ca-
pacity. This relationship is also called Fourier’s heat transfer law.
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The transfer velocity kheat can be defined as the ratio of the diffusion
coefficient D to the diffusion length ∆x:

kheat = − D∆x (36.11)

The heat flux density over the leaf-air boundary layer can then be
expressed as follows, with the factor of 2 indicating the flux over both
leaf surfaces:

jsens = −2kheat ρ cp (Tleaf − Tair) (36.12)

Now ρ and cp are the density and specific heat capacity of air. The
direction of this energy flux depends obviously on the temperature of
the leaf and the surrounding air.

Transpiration cooling. The phase transition of water from liquid to
vapor consumes a considerable amount of energy called latent heat .
Again, using Fick’s first law , the mass flux density jwv of water vapor
can be calculated for given concentrations. Similar to Eq. (36.11) the
transfer velocity for water vapor is given by kwv = −Dwv∆x :

jwv = −Dwv ∆cwv∆x
= kwv ∆cwv

∆cwv is the difference between water vapor concentrations inside the
leaf and in the surrounding turbulent air. The concentrations can be ex-
pressed as relative humidities (fractions of the water vapor saturation
concentration at the given temperature):

jwv = kwv cwv (hair −hleaf)

The heat loss is calculated as the product of this flux density and
the heat of evaporation of water (with a negative sign because efflux of
water vapor from the leaf causes energy loss from the system)

jlat = −λjwv (36.13)

Traditionally, water vapor fluxes are expressed in molar units, which
are achieved if jwv is multiplied with the molecular weight of water
MWH2O:

jlat = −λMWH2O jmol
wv (36.14)

36.3.2 Calculation of transpiration rates

Equation (36.2) can now be expressed by the individual contributing
terms:

(
C
A

)
leaf

dTleaf

dt
= αleaf

sol jin + 2αleaf
IR σ(T

4
surr − T 4

leaf)

+2kleaf
heat ρ cp (Tair − Tleaf)+ kwv λcwv (hleaf −hair)

(36.15)
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For determination of transpiration rates this equation can be solved
for jmol

wv according to Eq. (36.14). For reasons that will be clarified in
the next paragraphs, indices were added to associate certain properties
with the leaf.

This equation contains some terms that are variable and hard to
measure. Especially the incident solar flux jin and the absolute tem-
perature of the surroundings Tsurr can not be measured with sufficient
accuracy. The leaf temperature Tleaf can be determined directly from
infrared images acquired with an infrared camera (see Section 36.4).
Although the thermal resolution of the infrared camera is very good,
absolute temperatures are just as accurate as the camera’s calibration,
which is normally about 0.1 K. To get the most accurate measurements,
a relationship between a temperature difference (which can be mea-
sured with an accuracy of 0.025 K with the camera) and the transpira-
tion rate needs to be established.

One way to achieve this is to consider a nontranspiring object, which
is subject to the same energy fluxes as the leaf. For this reference object
an equation similar to Eq. (36.15) is obtained:(
C
A

)
ref

dTref

dt
= αref

soljin + 2αref
IR σ(T

4
surr − T 4

ref)+ 2kref
heat ρ cp (Tair − Tref)

(36.16)

Compared to Eq. (36.15), the latent heat flux is missing since no
transpiration occurs from the object.

If both the leaf and the object are in the same environment, Tair and
Tsurr can be considered equal in both equations and, therefore, one of
these temperatures can be eliminated to obtain one single equation. If
this is done for T 4

surr, we get

(
C
A

)
leaf

dTleaf

dt
− α

leaf
IR

αref
IR

(
C
A

)
ms

dTref

dt
=
(
αleaf

sol −
αleaf

IR

αref
IR

αref
sol

)
jin

+ 2αleaf
IR σ

(
T 4

ref − T 4
leaf

)
+ 2ρcp

(
kleaf

heat −
αleaf

IR

αref
IR
kref

heat

)
Tair

+ 2ρcp
(
αleaf

IR

αref
IR
kref

heatTref − kleaf
heatTleaf

)
+ jlat

(36.17)

The temperature difference between the reference body and the leaf is
∆T = Tref − Tleaf. For small ∆T (< 5 K), the following approximation
applies:

T 4
ref − T 4

leaf ≈ 4T 3
ref∆T (36.18)
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Combining this with Eq. (36.17) and Eq. (36.14), a relationship for the
transpiration rate (water vapor flux) is obtained:

jmol
wv = 1

λMWH2O

{(
8αleaf

IR σT
3
ref + 2ρcpkleaf

heat

)
∆T

+
(
C
A

)
leaf

dTleaf

dt
− α

leaf
IR

αref
IR

(
C
A

)
ms

dTref

dt

+ 2ρcp
(
kleaf

heat −
αleaf

IR

αref
IR
kref

heat

)
(Tair − Tref)

+
(
αleaf

sol −
αleaf

IR

αref
IR
αref

sol

)
jin

}
(36.19)

This is clearly a linear relationship between ∆T and the latent heat flux.
Two parameters in Eq. (36.19) cannot be easily obtained: the heat trans-
fer velocity over the boundary layer kleaf

heat, and the heat capacity per unit
leaf area (C/A)leaf. These properties have to be determined experimen-
tally. Most of the other terms can be neglected if the reference body
is chosen so that its optical properties are very similar to those of the
leaf (i. e., αref

IR = αleaf
IR and αref

sol = αleaf
sol ).

36.4 Measurements

In the context of the theoretical considerations in Section 36.3, the mea-
surements conducted with the Amber Radiance 1 infrared camera had
two aims:

The linearity of the relationship between ∆T and transpiration rate
had to be proven experimentally. This was done by a series of measure-
ments in which leaf temperature and transpiration rates were measured
simultaneously. As the plant is just observed and no external energy
fluxes are applied, this technique is termed passive thermography .

In order to determine the heat capacity per unit area (C/A)leaf, the
energy equilibrium of the leaf had to be actively perturbed by appli-
cation of additional infrared energy fluxes (therefore the term active
thermography). The observed local changes in leaf temperature should
allow for heat capacity on the leaf to be mapped.

36.4.1 Passive thermography

In Section 36.3.2, a linear relationship between transpiration rate and
the temperature difference between a nontranspiring reference object
and the leaf has been deduced theoretically. To confirm this relation-
ship, it is necessary to measure the transpiration rates of the leaf with
a standard method along with the temperatures of the leaf and the
reference body.
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a b

Figure 36.2: a Passive thermography setup, the infrared camera is in the upper
right corner, the plant in the back has one leaf fixed inside the cuvette; b active
thermography setup, the infrared radiator illuminates the leaf through a set of
screen and filters.

Experimental setup. For the measurement of the transpiration rate,
the tip of the central lobe of the leaf of Ricinus communis plants was
clamped between the two halves of a standard gas exchange cuvette
made from acrylic glass (see Fig. 36.2a). To reduce disturbing environ-
mental influences, this system was placed in a 1.5 m3 thermally insu-
lated chamber with humidity and temperature control and an artificial
light source.

The gas exchange system provided control over the relevant exter-
nal parameters including humidity, temperature and wind speed inside
the cuvette. The leaf could also be supplied with specific gas mixtures
through a gas mixing unit, thus allowing control of the CO2 concentra-
tion around the leaf. The cuvette measured all the relevant properties
such as internal and external air temperatures, air humidity, light inten-
sity, the concentrations of water vapor and CO2 and the concentration
difference of these two gases between the input and output gas paths.

In addition to the leaf, a small brass plate (1 cm2) was placed in the
cuvette as temperature reference blackbody. The plate was coated with
Tetenal Photolack, a black varnish with an infrared emissivity of 97 %.

The entire setup was imaged with the Amber Radiance 1 infrared
camera. Image sequences consisting of 256 images, were acquired in
10-s intervals. This yields a sequence length of approximately 43 min.

Inducing stomatal responses. In order to induce different transpira-
tion rates, blue light pulses were used [9]. As stomata continue to open
in response to the blue light pulse, even after the pulse has been ap-
plied, the responses of leaf temperature to direct energy input during
the light pulse and changes in leaf temperature due to opening of the
stomata could be separated.
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Figure 36.3: Infrared images of the light pulse sequence: a at 20 min: transpi-
ration is high, therefore, the leaf is cool. The reference plate is indicated above
the leaf; b at 40 min: stomata are nearly closed, leaf temperature is very similar
to the reference plate temperature.

The light pulse was given by a slide projector suspended above the
cuvette. A filter restricted the incident light to a wavelength of 350–
460 nm (blue). This was necessary to reduce the amount of heat put into
the leaf by the projector without losing control on stomatal aperture.

After acclimatization of the plant to the cuvette, the image acquisi-
tion was started. After 5 min, the blue light was switched on for about
5 min. For the rest of the time the plant received very little light from
its surroundings.

Results. Two images of the acquired image sequence are presented
in Fig. 36.3. Leaf temperature was always below the temperature of the
reference plate. This is expected because of the latent energy flux out
of the leaf. Furthermore, the vein area is significantly warmer because
the transpiration is supposed to be smaller there due to lower stomatal
density. After the application of the light pulse at 5 min all tempera-
tures rose due to the additional energy flux from the illumination.

For each image in the sequence, ∆T = Tref − Tleaf was calculated for
each pixel by subtracting the entire image from Tref, which resulted in
an image sequence showing ∆T over time. Plotting the transpiration
rate against ∆T yields a graphical representation of Eq. (36.19). This
plot (Fig. 36.4) depicts two features of this method of inducing stomatal
opening: The quick change in illumination at 5 and 10 min changes the
energy balance of the leaf considerably. The incident flux jin increases,
which leads to an increase in the temperatures. Due to the fast tem-
perature changes, the differences in heat capacity between the leaf and
the reference plate gain importance and disturb the linear relationship
(circles in Fig. 36.4). The differences in the absorptivities of leaf and
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Figure 36.4: Transpiration rate plotted against temperature difference. For
the unperturbed phases of the experiment, the linear relationship Eq. (36.19) is
obvious. During fast temperature changes (circles) the relationship is not valid
due to differences in heat capacity. When the slide projector is on (triangles), the
temperature difference is higher due to the higher absorptivity of the reference
object in the visible part of the spectrum.

reference lead to a bigger temperature difference during the light pulse,
nonetheless the slope of the linear relation stays the same (triangles in
Fig. 36.4).

Omitting the parts of the measurement where fast changes in tem-
perature or radiation occurred, the transfer velocity for heat across the
leaf-air boundary layer could be determined from the slope of the linear
fit in Fig. 36.4. This slope is (752.2 ± 5.0)µmol s−1 m−2 K−1. Together
with Eq. (36.19), a value of

kleaf
heat = 8.84

mm
s

(36.20)

was established for an estimated wind velocity of 1.4 ms−1 inside the
cuvette. This is compatible with results quoted in Linacre [10]. Due to
the design of the cuvette, wind velocities are not known accurately and
can not be measured.

Future developments. To establish the linear relationship Eq. (36.19)
experimentally, it is necessary to change stomatal aperture without
changing the energy balance of the leaf. For radiation changes this was
clearly not the case. However, stomata also respond to CO2-concentra-
tion of the surrounding air. If this concentration is lowered, stomates
open to compensate for the decrease in internal CO2-concentration.
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This change has no effect on any of the energy fluxes except the latent
heat flux (transpiration), which makes it the ideal means of inducing
stomatal responses. First experiments have been made using this tech-
nique with matching results.

It is obvious that fast changes of temperatures or irradiation can
not be avoided in a field situation with natural light. Therefore, it is
necessary to determine (C/A)leaf, which can vary considerably over the
leaf due to differences in internal leaf structure. A means to measure
the heat capacities with spatial resolution by application of active ther-
mography is described in what follows.

36.4.2 Active thermography

For the active thermography to measure heat capacities of leaves, the re-
sponse of the leaf temperature to an imposed energy flux was observed.
The leaf energy budget (Eq. (36.15)) gives the key to the determination
of the heat capacity.

Under the assumption Tsurr = Tair, this equation can be written using
δT = Tair − Tleaf(t)

− d(δT(t))
dt

≈
(
A
C

)
leaf

[
αleaf

sol jin + jlat + jact(t)

+
(
8αleaf

IR σT
3
air + 2ρcpkleaf

heat

)
δT(t)

] (36.21)

An additional heat flux density jact(t) is introduced as an actively
controllable heat source. Again, as in Eq. (36.18), the approximation
T 4

air − T 4
leaf(t) ≈ 4T 3

airδT(t) was used, which is valid for small δT .
Using the abbreviations

τ :=
(
C
A

)
leaf

1(
8αleaf

IR σT
3
air + 2ρcpkleaf

heat

) (36.22)

b :=
(
A
C

)
leaf

(
αleaf

sol jin + jlat

)
(36.23)

z(t) :=
(
A
C

)
leaf
jact(t) (36.24)

Equation (36.21) becomes

d
dt
δT(t) = −1

τ
δT(t)− b − z(t) (36.25)

When z(t) is chosen appropriately this equation can easily be solved.
Two choices of z(t) will be discussed here: a step change in jact(t) and
a periodic variation.
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Setup. The additional energy flux jact(t) was applied with a medical
infrared radiator (Philips 150W R95E). To avoid direct reflexes by the
lamp on the leaf, a set of screens and filters was placed in the optical
path of the radiator (see Fig. 36.2b). The filters limited the radiation
to which the leaf was actually exposed to wavelengths outside the sen-
sitivity range of the camera, which is 3–5µm. The radiation reaching
the camera, therefore, is the true thermal infrared radiation emitted by
the leaf. The radiator could be switched on and off from within the
image processing software, allowing easy synchronization of image ac-
quisition with radiation changes. Infrared image sequences of different
length were acquired with frequencies of 0.1–10 Hz. For easier evalua-
tion, all sequences consisted of 256 images.

Constant flux method. The infrared radiator is switched on at t = 0.
This results in a constant additional energy flux density jact for t > 0.
The leaf temperature reaches a new equilibrium with time.

The solution for Eq. (36.25) in this case is

δT(t) = ∆T e− tτ + δT∞ (36.26)

where ∆T is the temperature increase of the leaf due to the additional
flux and δT∞ the temperature difference between air and leaf in the
new steady state. It can be shown that ∆T = zτ [11]. For absolute
temperatures, using δT = Tair − Tleaf(t), Eq. (36.26) becomes

Tleaf(t) = T∞leaf −∆T e−
t
τ (36.27)

Acquisition of image sequences started at t = 0 in synchronicity
with the additional energy flux. For evaluation, the exponential func-
tion Eq. (36.27) was fitted to the temporal development of each pixel’s
temperature using the Levenberg-Marquardt algorithm for nonlinear
least-squares fits [12]. This resulted in a set of parameter images con-
taining the fit parameters T∞leaf, ∆T and τ (see Fig. 36.5).

An expression for the heat capacity is obtained from Eq. (36.22):(
C
A

)
leaf

= τ
(
8αleaf

IR σT
3
air + 2ρcpkleaf

heat

)
(36.28)

The heat capacity can be determined if the transfer velocity kleaf
heat is

known. The quantities used to calculate the heat capacity have the
following values: leaf absorptivity: αleaf

IR = 0.975; air temperature:
Tair = 298 K; heat transfer velocity: kleaf

heat = 8.84 mm s−1; density of
air: ρ = 1.2 kg m−3; specific heat capacity of air: cp = 1007 J kg−1 K−1;
time constant: τic = 25 s, which leads to the following heat capacity for
an interveinal area: (

C
A

)iv

leaf
= 826

J
Km3 (36.29)
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Figure 36.5: Parameter images for constant heating: a time constant τ ; b tem-
perature difference ∆T .

This would correspond to a water layer of

div =
(
C
A

)iv

leaf

Cwater
p

= 197.8µm

(Cwater
p = 4.165×106 J Km−3 is the specific heat capacity of water.) This

calculated water layer thickness is in good agreement with microscopy
data from the same species.

Periodic flux method. A varying energy flux density jact(t) is applied
by switching the radiator periodically on and off. Therefore, z(t) can
not be easily omitted from Eq. (36.25). The Fourier transform theorem
states that

∂f(t)
∂t

◦ • iωf̂(k) (36.30)

that is, a time derivative of a function in the time domain becomes a
multiplication of the Fourier transform of this function with iω in the
frequency domain. Applied to Eq. (36.25) this yields

iωδ̂T(ω) = −1
τ
δ̂T(ω)− b̂ − ẑ(ω) (36.31)

Assuming constant energy flux densities jin and jlat and constant
air temperature Tair, this can be rewritten for T̂leaf as follows:

T̂leaf(ω) = ẑ(ω)
1
τ + iω

(36.32)

The phase and amplitude of this complex quantity are:

ϕ(ω) = −arctan(ωτ) and
∣∣∣T̂leaf(ω)

∣∣∣ =
√√√√∣∣ẑ(ω)∣∣2

1
τ2 +ω2

(36.33)
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Figure 36.6: Parameter images depicting the phase Eq. (36.33) for different
input radiation frequenciesω: aω = 2π 0.0039 rad/s; bω = 2π 0.0078 rad/s;
c ω = 2π 0.0156 rad/s; d ω = 2π 0.0313 rad/s; (see also Plate 12).

Forω� 1/τ (i. e., the period of the input signal is much longer than
the time constant of the leaf), the phase becomes

ϕ(ω) ≈ −ωτ (36.34)

In principle, a measurement of the phase ϕ(ω) yields a value for τ
and, therefore, using Eq. (36.28), a value for (C/A)leaf.

The varying energy flux had the form of a rectangular function (the
radiator was periodically switched on and off). As the Fourier spectrum
of a rectangular function consists of all the odd harmonics, this can
be considered as an application of several frequencies at once (with
decreasing amplitude).

Experiments were made with different input frequencies from
0.0039 to 0.0313 Hz, which corresponds to period lengths of 256 s to
32 s, respectively. For the base frequencies, the digital Fourier trans-
form (see Section 3.3) was performed in the time direction. This re-
sulted in parameter images containing the amplitude and the phase
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shift of the temperature signal of the leaf. Those two parameters can
be visualized in a single color image: The amplitude is indicated by the
brightness of the pixel, the color encodes phase shift.

Figure 36.6 shows the phase parameter images. For each frequency,
the phase shift of the veins is bigger than the phase shift of the inter-
veinal fields. Together with Eq. (36.34) and Eq. (36.28) this shows the
bigger heat capacity of the veins.

36.5 Conclusion and further developments

On the basis of infrared thermography, two remote sensing techniques
with a high spatial and temporal resolution for transpiration and water
content have been developed. The principle of measurement was de-
rived from the basic physical laws in Section 36.3. The measurements
presented in Section 36.4 have confirmed these relations.

To study dynamic processes, it is necessary to combine the two tech-
niques. This has already been realized in a new setup where passive
and active thermography are integrated in a new gas exchange cuvette
system [8]. Further development of this combination will make the re-
mote sensing of the principal parameters of leaf gas exchange, water
relations, and structural parameters feasible.

In passive thermography, improvements can be obtained by choos-
ing an alternative method to induce stomatal opening, for example, a
variation of CO2-concentration around the leaf. This will vary the flux
of latent heat (transpiration) without perturbation of the other energy
fluxes.

Active thermography will benefit from the usage of a different heat
source. This source is based on a blackbody and evades problems with
the leaf absorptivity that arise from the utilization of a heat source
with a high contribution in the visible and near infrared. Furthermore,
it allows application of average free periodical signals, thus removing
the heat stress on the plant.

With further theoretical and technical improvements, IR-imaging
technology is a method with high potential benefit for plant sciences,
especially for the analysis of dynamic processes in water relations and
development.

Acknowledgments

The authors thank the German Science Foundation (DFG) for financial
support of this research within the research unit “Image Sequence Anal-
ysis to Investigate Dynamic Processes.”



36.6 References 781

36.6 References

[1] Larcher, W., (1994). Ökophysiologie der Pflanzen, 5. edition. Stuttgart:
Ulmer Verlag.

[2] Nobel, P. S., (1991). Physicochemical and Environmental Plant Physiology.
Boston: Academic Press.

[3] von Willert, D. J., Matyssek, R., and Heppich, W., (1995). Experimentelle
Pflanzenökologie. Stuttgart: Georg Thieme Verlag.

[4] Hashimoto, Y., Ino, T., Kramer, P. J., Naylor, A. W., and Strain, B. R., (1984).
Dynamic analysis of water stress of sunflower leaves by means of a ther-
mal image processing system. Plant Physiology, 76:266–269.

[5] von Caemmerer, S. and Farquhar, G., (1981). Some relationships between
the biochemistry of photosynthesis and gas exchange of leaves. Planta,
153:376–387.

[6] Siebke, K. and Weis, E., (1995). Assimilation images of leaves from Gle-
choma hedereceae. Analysis of non-synchronous stomata related oscilla-
tions. Planta, 196:148–165.

[7] Impens, I. I., (1966). Leaf wetness, diffusion resistances and transpiration
rates of bean leaves (Phaseolus Vulgaris L.) through comparison of “wet”
and “dry” leaf temperatures. Oeco. Planta., I:327–334.

[8] Kümmerlen, B., (1998). Infrarot-Thermographie zum Studium physiolo-
gischer Parameter von Pflanzenblättern. Diploma thesis, University of
Heidelberg.

[9] Sharkey, T. D. and Raschke, K., (1981). Separation and measurement of
direct and indirect effects of light on stomata. Plant Physiology, 68:33–40.

[10] Linacre, E. T., (1967). Further studies of the heat transfer from a leaf.
Plant Physiology, 42:651–658.

[11] Dauwe, S., (1997). Infrarotuntersuchungen zur Bestimmung des Wasser-
und Wärmehaushalts eines Blattes. Diploma thesis, University of Heidel-
berg.

[12] Press, W. H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W. T., (1992).
Numerical Recipes in C: The Art of Scientific Computing. New York: Cam-
bridge University Press.



782 36 Thermography to Measure Water Relations of Plant Leaves



37 Retrieval of Atmospheric Trace
Gas Concentrations

Carsten Leue, Mark Wenig, and Ulrich Platt

Institut für Umweltphysik, Universität Heidelberg, Germany

37.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 783

37.2 The global ozone monitoring experiment (GOME) . . . . . . . . 785

37.2.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 786

37.2.2 Earth coverage . . . . . . . . . . . . . . . . . . . . . . . . . 787

37.3 Retrieval of trace gas concentrations . . . . . . . . . . . . . . . . 787

37.3.1 Differential optical absorption spectroscopy (DOAS) . 787

37.3.2 Nonlinear fitting algorithm . . . . . . . . . . . . . . . . . 790

37.3.3 B-spline interpolation . . . . . . . . . . . . . . . . . . . . . 791

37.4 Image interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . 792

37.4.1 Interpolation using a wind-vector field . . . . . . . . . . 792

37.4.2 Normalized convolution . . . . . . . . . . . . . . . . . . . 795

37.5 Determination of vertical columns . . . . . . . . . . . . . . . . . . 796

37.5.1 Air mass factors . . . . . . . . . . . . . . . . . . . . . . . . 796

37.5.2 Cloud detection . . . . . . . . . . . . . . . . . . . . . . . . . 797

37.5.3 Separation of troposphere from stratosphere . . . . . 800

37.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 802

37.7 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 805

37.1 Introduction

Human activities have caused significant changes in the chemical com-
position of the earth’s atmosphere in the past hundred years. Space
borne measurement devices and techniques have become most impor-
tant to monitor such changes.

Their history goes back more than 25 yr to the launch of the Backscat-
ter Ultraviolet (BUV) instrument aboard the U.S. National Aeronautics
and Space Administration’s (NASA) Nimbus 4 satellite. Measurements
have been ongoing since the late 1970s, largely through instruments
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aboard the NASA Nimbus 7 satellite, the Earth Radiation Budget Satel-
lite (ERBS), the Upper Atmosphere Research Satellite (UARS) and a series
of meteorological satellites operated by the U.S. National Oceanic and
Atmospheric Administration (NOAA). The result of this series of mis-
sions has been extensive knowledge of the distributions of trace con-
stituents, particles, and temperatures in the earth’s atmosphere. How-
ever, these measurements form only a part of an integrated observing
strategy for atmospheric chemistry. Ground-, balloon-, and aircraft-
based measurements are all needed to provide answers to the broad
range of questions associated with atmospheric chemistry and trans-
port.

The first space-based measurements of the trace distributions of
stratospheric trace constituents (besides ozone) came from the Limb
Infrared Monitor of the Stratosphere (LIMS) and Stratosphere and Meso-
sphere Sounder (SAMS) instruments aboard Nimbus 7. The LIMS in-
strument measured distributions of H2O, NO2, and HNO3 (in addition
to O3 and temperature) for a period of 7 mo (10/78–5/79), while SAMS
measured distributions of N2O and CH4 in the middle and upper strato-
sphere and lower mesosphere for approximately 3 yr. Both data sets
had a significant impact on our understanding of chemical and dynam-
ical properties of the stratosphere, especially on the interplay of the
two processes. Measurements of NO2, as well as of H2O, were made by
other instruments (SME, SAGE I, SAGE II).

The first instrument that allowed the global distribution of a trace
gas to be measured is the Total Ozone Mapping Spectrometer (TOMS,
http://jwocky.gsfc.nasa.gov). It retrieves information on total
columns of ozone by comparing direct solar radiation with backscat-
tered solar radiation at six wavelengths. Its spectral resolution is
thought too low to measure trace gases other than ozone.

This was first overcome by the Global Ozone Monitoring Experiment
(GOME, http://earth1.esrin.esa.it/eeo4.96) in 1995. With a to-
tal of 4096 channels it is the first instrument in space capable of mea-
suring total columns of different trace gases from their absorption fea-
tures on a global scale.

This chapter deals with the spectroscopic detection and analysis of
biomass burning plumes and industrial pollution sources from GOME
satellite data by means of hyperspectral imaging. We will present the
analysis algorithms using the analysis of NO2 as an example. Among
the different trace gases emitted by mankind, nitrogen oxides play an
important role. The natural concentration of NO2 is believed to be lower
than 10-20 ppt in the troposphere, whereas today concentrations as
high as 200 ppb are found in cities. Natural sources of the nitrogen
oxides are thunderstorms, bacteria in the soil, and bush and forest

http://jwocky.gsfc.nasa.gov
http://earth1.esrin.esa.it/eeo4.96
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fires (biomass burning). Although NOx1 is toxic itself, its influence on
atmospheric ozone chemistry makes it most important. Current es-
timates of the anthropogenic sources show high uncertainties of the
global emission rates.

One of the major difficulties in the analysis is the time-consuming
algorithm that calculates the trace gas concentration from optical satel-
lite spectra. A new and significantly faster retrieval algorithm follow-
ing the Differential Optical Absorption Spectroscopy (DOAS) concept
will be presented, which allows the incoming satellite data to be pro-
cessed in real time. In order to generate smooth concentration images
it has to be taken into account that GOME orbits adjacent in time are
not adjacent in space. Moreover, some pixels in an orbit may be miss-
ing, for example, due to satellite calibration or defective data retrieval.
Efficient methods to interpolate concentration image sequences with a
minimum loss of detail are described combining both a transport model
for interpolation in time and normalized convolution for interpolation
in space. Furthermore, cloud detecting algorithms have been devel-
oped to determine vertical columns of NO2 concentrations. Additional
electronic material can be found in /movies/37/gome.html.

37.2 The global ozone monitoring experiment (GOME)

The Global Ozone Monitoring Experiment (GOME) was launched aboard
the European Space Agency’s Earth Resources Satellite (ERS-2, http://
earth1.esrin.esa.it/ERS) in 1995. GOME measures total column
ozone, ozone vertical profile, and total column of several trace con-
stituents, including global BrO, NO2 and OClO as well as information on
clouds, aerosols, and surface spectral reflectance. GOME can measure
the ozone column at higher horizontal resolution than TOMS, and, thus,
complements the TOMS observations. GOME covers a much broader
wavelength range and has excellent spectral resolution (0.2–0.4 nm).
In its polar sun-synchronous orbit it is well-suited for these measure-
ments. With its high spatial and spectral resolution GOME is the first in-
strument in space that allows different stratospheric and tropospheric
trace gases to be measured simultaneously from space on a global scale
over a long period of time.

GOME consists of a set of four high-resolution absorption spectrom-
eters designed to measure solar radiation scattered in the atmosphere.
Each spectrometer has a diode array detector in its focal plane covering
a spectral range from 290 to 790 nm with a spectral resolution of a total
of 4096 pixels. Applying the concept of DOAS [1, 2], which is described
in Section 37.3.1, information about trace gases in the atmosphere (for
example, NOx , O3, O4, BrO, OClO) can be obtained by analyzing the
absorption features of each trace gas.

1NOxa NO + NO2
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Figure 37.1: The GOME spectrometer looks perpendicular to the earth’s sur-
face and scans a strip of three pixels with a spatial resolution of 320 × 40 km
perpendicular to its direction of flight. It covers a range from 290 to 790 nm
with a spectral resolution of 4096 pixels. The orbits adjacent in time are not
adjacent in space but leave a gap of the size of two orbits. Only every three
days is global coverage of the total surface achieved.

37.2.1 Setup

The GOME instrument monitors the earth in nadir view (perpendicu-
lar to the earth’s surface) and records an absorption spectrum every
1.5 s. Using a scanning mirror the instrument records the earth shine
radiance (see Table 2.1) of three pixels perpendicular to the direction
of flight and one backscan pixel at the end of the scanning period (see
Figs. 37.1 and 37.2). In addition, the Polarization Monitoring Device
(PMD) [3] simultaneously scans the earth with a higher spatial but lower
spectral resolution. It gains information for 16 subpixels in each GOME
pixel for an integral over three spectral bands between 295 and 745 nm
(see Fig. 37.1). This subpixel information can be used for cloud detec-
tion as described in Section 37.5.2.

To control spatial resolution the width of the GOME pixels can be
modified, by changing the maximum tilt angle of the scan mirror, to
120 km, 240 km, 320 km, 480 km and 960 km, whereas their height is
constantly 40 km. Only for pixels larger or equal than 320 km (global
measurement mode) the pixels are adjacent and global coverage of the
earth’s surface is achieved. For the other cases an image formation
algorithm has to fill in the gaps caused by nonadjacent pixels or missing
pixels due to defective data transfer (see Section 37.4). The satellite
scans the earth in consecutive orbits that are spatially not adjacent
to each other but leave a gap that is the size of two orbits. So after
cycling the earth for a single day (14 orbits) it has covered only 1/3 of
its surface and scans on the following day the left adjacent orbit. Only
every three days is total coverage obtained.
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Figure 37.2: Setup of the GOME viewing geometry. The light emitted by the
sun is attenuated by the atmosphere along the lightpath l before being scattered
and reflected into the satellite’s spectrograph. As the absorption structures are
characteristic for each absorbing tracer their slant column densities (lightpath
× concentration) may be calculated using the DOAS algorithm. For the calcu-
lation of the effective light path the knowledge of clouds is essential.

37.2.2 Earth coverage

The viewing mode of GOME results in images constructed as a mean
over three days consisting of portions taken at different times, compa-
rable to interlaced TV images. To analyze motion of air masses tem-
poral interpolation on the basis of a simple transport model has been
applied (see Section 37.4). For this purpose third party wind field infor-
mation has been used to estimate the concentration at points in space
and time not covered by the satellite instrument.

37.3 Retrieval of trace gas concentrations

The first and most important step in the analysis of the spectra deliv-
ered by the satellite is the calculation of the concentrations of trace
gases in the atmosphere. For this purpose the differential optical ab-
sorption spectroscopy (DOAS) technique2, first introduced by Noxon [4]
and Platt et al. [5], allows the amount of trace gases along the light path
to be calculated from the absorption cross section of each trace gas.

37.3.1 Differential optical absorption spectroscopy (DOAS)

For the instrumental setup of the GOME instrument, light with an initial
intensity I0(λ) is emitted by the sun, passes a layer of absorbing species
(atmosphere) and is collected by the GOME spectrograph (see Fig. 37.2).
During its way through the atmosphere the light undergoes extinction
due to absorption processed by different trace gases and scattering by

2see http://aguas1.uphys.uni-heidelberg.de/urmel/project.html

http://aguas1.uphys.uni-heidelberg.de/urmel/project.html
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Figure 37.3: Example for the evaluation of a GOME spectrum. The main ab-
sorption structures are those of the Fraunhofer lines. After the removal of these
structures a differential structure remains, which contains the spectral informa-
tion for the trace gases (left). This structure is decomposed into the proportions
of the reference spectra applying the algorithms presented in the text (right).

air molecules and aerosol particles. The measured intensity I(λ) at the
instrument is, therefore, given by Lambert-Beer’s law Eq. (3.27):

I(λ) = I0(λ)exp

−∑
k
σk(λ)Sk

A(λ) (37.1)

The sum in the exponential runs over all trace gases i in the lightpath
l whose slant column density Sk =

∫
ck(l)dl can be calculated. The

absorption cross sections σk(λ) are well known and they are character-
istic of each trace gas. The factorA(λ) describes additional attenuation
by the optical system and by Rayleigh and Mie scattering (see Volume 1,
Section 3.4.1, Reqshhrmthhrmt) at aerosols in the atmosphere. An ex-
ample of this situation can be seen in Fig. 37.3.
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So far, Eq. (37.1) can be transformed into a linear equation with
respect to Sk by taking the logarithm of both sides:

ln I(λ) = ln I0(λ)+ lnA(λ)−
∑
k
σk(λ)Sk (37.2)

For the evaluation it must be taken into account that the initial light
intensity I0(λ) and the attenuation effect A(λ) are unknowns while
only the absorption cross sections σk(λ) are known from measure-
ments in the laboratory. I(λ) is the measured quantity from the spec-
trometer. The essential observation that leads to DOAS and allows
Sk to be calculated without the knowledge of I0(λ) and A(λ) is that
those quantities contain only broad spectral structures with respect
to λ whereas the absorption cross sections σk(λ) contain both broad
and narrow proportions. The later can, thus, be split into such contri-
butions σk = σ brd

k + σnrw
k . If all broad proportions are modeled by a

polynomial

p(λ) ≡
∑
j
ajλj ≈

∑
k
σ brd
k (λ)+ lnA(λ)+ ln I0(λ) (37.3)

then Eq. (37.2) becomes

ln I(λ) =
∑
j
ajλj −

∑
k
σnrw
k (λ)Sk (37.4)

which is linear in the unknown quantities aj and Sk and can be solved
applying a linear least squares method.

During the recording procedure of the GOME instrument the incom-
ing light intensity I(λ) is sampled at n discrete pixels i by the diode
array in the spectrograph. The continuous wavelength λ is, therefore,
mapped to discrete pixels. This is described by a mapping function
Λ : N → R. In general the function can be sufficiently approximated
by a polynomial

λi ≡ Λ(i) =
∑
l
blil (37.5)

The coefficient b0 describes the offset of the wavelength interval record-
ed by the spectrograph, the coefficient b1 its linear dispersion relation.

However, it emerges that an additional effect has to be taken into
account: it is observed that the wavelength mapping of the spectro-
graph does not stay constant over time but changes, for example, due
to thermal dilation. It is thus not sufficient to calibrate the wavelength
mapping once but this has to be done for each spectrum in an orbit.
The equation that has to be solved transforms, thus, from Eq. (37.4)
applying Eq. (37.5) to

ln Ii =
∑
j
ajλ

j
i −

∑
k
σnrw
k (λi)Sk =

∑
j
a′ij −

∑
k
σnrw
k (

∑
l
bkl i

l)Sk (37.6)
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In this nonlinear equation the quantity Ii denotes the intensity mea-
sured at pixel i of the spectrograph. The broad polynomial

∑
j ajλ

j
i

has been merged with the polynomial describing the mapping function
Λ to become a polynomial with the new coefficients a′. The index k at
the mapping coefficient bkl points out that the dispersion relation may
be different for each absorbing species k and has, thus, to be calculated
independently.

The following section concentrates on the solution of the nonlinear
problem Eq. (37.6) in an efficient way, as in contrast to the standard
approach we have to deal with a large number of data spectra. In the
case of GOME the algorithm has to be able to deal with approximately
20,000 spectra each day, which have to be processed in real time. The
presented algorithms are able to achieve this on standard PC hardware
(Pentium Pro 200 Mhz).

The major difficulty lies in the large number of unknown parameters
(typically between 20 and 30) as the coefficients of the broad polynomial
a as well as the mapping parameters b and the slant column densities S
have to be calculated. The other time-consuming step originates from
the fact that the absorption cross sections σ are on their part discretely
sampled functions. As Eq. (37.6) requires them to be evaluated at ar-
bitrary intermediate grid points an interpolation algorithm has to be
applied in each fitting step. Section 37.3.2 thus deals with

• the adaptation of an efficient fitting algorithm [6] taking into account
that most of the parameters in Eq. (37.4) are linear and only the
parameters b describing the dispersion relation are nonlinear, and

• the application of a fast interpolation algorithm on the basis of B-
splines [7] that combines both interpolation accuracy and speed.

37.3.2 Nonlinear fitting algorithm

The problem of solving an equation like Eq. (37.6) is not unique to the
DOAS problem but arises in many other cases. The equation will, thus,
be generalized and rewritten in matrix notation

L(i) = R(b, i)a (37.7)

In this equation the vector L denotes the vector of the logarithm of the
measured intensities L = [ln I(λ0), . . . , ln I(λn−1)]T at the n discrete
channels i. The matrix R is defined as a combination of the l reference
spectra σ and the m + 1 basis functions of the polynomial modeling
the broad absorption structures. It is called the design matrix of the
problem:

Rj,i(λ) =
[
λ0, . . . , λm,σnrw

0 , . . . ,σnrw
l−1

]T
(37.8)
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The linear parameters are gathered in the vector

a = [a0, . . . , am, S0, . . . , Sl−1]
T (37.9)

whereas the nonlinear parameters are mapped to the vector b with
bl∗i+j = bji compared to the notation in Eq. (37.6).

In order to minimize the total number of fit parameters in the non-
linear fit of Eq. (37.6) an algorithm from Ottoy and Vansteenkiste [6]
has been adapted. Their algorithm is optimized for problems in which
linear and nonlinear parameters can be separated. The direct approach
attempts to solve Eq. (37.7) for the unknown parameters a and b by
minimizing the equation

|L−R(b, i)a|2 ⇒min (37.10)

iterating both on a and b. Ottoy and Vansteenkiste [6] show that
Eq. (37.10) can be solved alternatively by first solving the equation for
the linear parameters a under the assumption that b is constant, yield-

ing a =
(
RTR

)−1
RTL. Substituting a in Eq. (37.10) and minimizing the

resulting equation

|L−R
(
RTR

)−1
RTL|2 ⇒min (37.11)

is then equivalent to the original minimization problem yielding the
advantage that the linear parameters are fitted implicitly and iteration
has only to be done on the remaining nonlinear parameters b.

This means an effective reduction of fitting parameters by 30 %, re-
sulting in faster convergence and less computational effort for each
fitting step compared with the direct method.

37.3.3 B-spline interpolation

During the fitting process it is necessary to evaluate the absorption
cross sections σ(λ) at arbitrary wavelengths λ due to the unknown
dispersion relation in Eq. (37.6). As the absorption cross sections are
only known as discretely sampled spectra this implies the necessity for
an interpolation algorithm.

The most qualified interpolation algorithm is the B-spline interpola-
tion (see Volume 2, Section 8.5 for details). B-splines of order n, βn(λ),
are piecewise continuous polynomial functions that form a base for all
piecewise continuous polynomial functions. The main characteristic of
B-spline interpolated functions is the continuity of the derivatives up
to order n−1 at the grid points. This feature is achieved by generating
the spline functions as an n-fold convolution of the box function. Ana-
lyzing the transfer function one realizes that the interpolation condition
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(see Volume 2, Section 8.2.3) is not fulfilled and so a transformation is
required. With this transformation and the following convolution the
signal may, thus, be decomposed in B-splines and so be evaluated at
arbitrary wavelengths according to the following equation

σnrw(λ) =
∞∑

i=−∞
ciβn(λ− λi) (37.12)

Unser et al. [7] showed that the decomposition can be done very effi-
ciently using a recursive filter scheme and also describes an algorithm
that calculates the evaluation at intermediate grid points with only 4
additions and 4 multiplications per data point for B-splines of order
3. As an additional advantage, once the decomposition has been per-
formed the derivatives of the signal—that are required during the fitting
algorithm—with respect to λ can be computed directly using forward
differences on the decomposition coefficients ci [8].

37.4 Image interpolation

During data acquisition the satellite scans the earth in orbits that are
not adjacent in space but leave a gap of two orbits every day (see Sec-
tion 37.2.2).

To gain full concentration maps for each day it is, thus, necessary to
fill in the missing pixels using an appropriate interpolation technique.
As the concentrations are not static in the atmosphere, wind vector in-
formation obtained from independent sources has been used to model
the transport and to interpolate the missing data.

37.4.1 Interpolation using a wind-vector field

For nonstatic NOx sources, it is evident that information about the wind
is required in order to calculate the concentration in the gaps. The wind
vector fields are taken from NILU’s Atmospheric Database for Interac-
tive Retrieval (NADIR, http://www.nilu.no/first-e.html) in Swe-
den and have been calculated by an ECWMF (http://www.ecmwf.int)
weather prediction model. The wind data is subdivided in different
pressure levels and because the measured NOx data is not height-re-
solved the pressure level that is best suited for our causes has to be
selected. We use the 750 hPa pressure level corresponding to 2.5 km
altitude because the NOx plumes are typically located in this area [9,
p. 23 and 522].

In Fig. 37.4 the vertical distribution of ozone is shown. High concen-
tration of NOx emitted from biomass burning events leads to a strong
atmospheric ozone enhancement by photochemical production consid-
ering a short timescale and also an accumulation of stratospheric ozone

http://www.nilu.no/first-e.html
http://www.ecmwf.int
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Figure 37.4: Summary of observed ozone profiles in the equatorial zone [9, p.
23,522]

considering a large timescale. As our interest is focused on the atmo-
spheric NOx we use the typical altitude for biomass burning plumes
indicated by the strong ozone enrichment shown in Fig. 37.4.

The intrinsic resolution of the wind vector data is 1.125° in space and
6 h in time, resampled by linear interpolation to the required resolution.
Typical for transport in the atmosphere is its highly turbulent flow with
divergences. The equation of motion is:

dx(t)
dt

= u(x,y, t) (37.13)

with the given windspeed vector fields u. This equation is not analyt-
ically solvable because u is not an analytic function. Therefore, finite
differences are used to model the distortion.

We divide the picture in small triangles with the extension of 2 × 2
pixel and calculate the new position of the corners applying

x(t +∆t) = x(t)+u(x,y, t)∆t (37.14)

using forward difference.
The trajectories of the corners are calculated in one hour time steps

for one day. When the positions of all corners are calculated they will
again be discretized and stored in the image. The distortion of the
triangles is shown in Fig. 37.5.

If the triangle expands the added pixels are linearly interpolated
(bilinear patch) and are scaled down because the sum of concentrations
must remain constant regardless of the decay of the NOx . Analogously,
if the triangle is compressed the concentrations are scaled up. The
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a

b

Figure 37.5: a Dissection of the image in triangles, the scale of the triangles is
increased for better oversight. For the purpose of visualization the Mollweide
projection is used. Additionally the trajectories of the corners are shown. b
Distortion of the same image after 10 days.

integral of the concentrations over the new triangle is then given by∫
∆

c(x)dx = 1
6
(c1 + c2 + c3) (x1(y3 −y2)+x2(y3 −y1)+x3(y2 −y1))

(37.15)

which leads to a scaling factor for the transported concentrations

f(x1,x2,x3) = 6
x1(y3 −y2)+x2(y3 −y1)+x3(y2 −y1)

(37.16)
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Figure 37.6: Example for the result of the normalized convolution. a shows a
slice through an image of vertical NO2 concentrations in latitudinal direction
after the transport step. There still remain missing irregularly distributed pixels.
After the application of normalized convolution in b (see text) the missing pixels
are interpolated without blurring the available information.

The reduction of the concentrations caused by the chemical decay must
be calculated separately. With this method, we get a full one day image
out of the data of the last few days and can use this image to fill in the
missing orbits of the following pictures.

37.4.2 Normalized convolution

Subsequent to the transport step there still remain small gaps in the im-
ages arising from defective data retrieval by the satellite (see Fig. 37.6).
These gaps are distributed irregularly over the image and thus can not
be interpolated using a B-spline interpolation algorithm which relies on
information available on a regular grid. Instead the images are interpo-
lated using normalized convolution [10] (see also Volume 2, Section 7.6
for a detailed description).

For each concentration image g a mask imagem is constructed that
contains 1 for pixels containing information and 0 else. The interpola-
tion is then performed by applying an applicability function to both the
image and the mask. In the following normalization step the image is
divided by the mask. The applicability function behaves like a smooth-
ing filter that allows information to diffuse from the neighborhood pix-
els into regions with missing or poor information. The operation can,
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therefore, be written as

gipol = b ∗ (g m)b ∗m (37.17)

with the applicability function b. Knutsson and Westin [10] use for
analytical reasons an isotropic function of the form

b(|x|) =

 |x|−α cosβ( π|x|
2|x|max

) |x| < |x|max

0 otherwise
(37.18)

However this function has the disadvantage of being nonseparable,
which leads to a computationally ineffective implementation. As our
application deals with large data sets we apply a different function as a
filter kernel. For the sake of separability we disclaim the isotropy and
apply a recursive filter proposed by Deriche [11]. The filter is steerable
by a parameter α, which describes the width of the filter kernel, and
the radius of influence in the neighborhood of a pixel.

b(x) = k(α|x| + 1)e−α|x| with k = (1− e−α)2
1+ 2αe−α − e−2α (37.19)

For a large value of α (which denotes only little influence of the neigh-
borhood pixels) this filter approximates the filter Eq. (37.18) very well.
The advantage of the usage of a recursive filter lies in the fact that the
computational effort does not increase with a growing area of influ-
ence as in the case of nonrecursive filters. Even for massive blurring
(α < 1) we only need 8 multiplications and 7 additions per data point
to perform the normalization.

An example for the normalization step is shown in Fig. 37.6, where
a slice of a NO2 map is displayed together with the interpolated result
(α = 3). It can be seen that even the fine structures of the signal are
preserved whereas all gaps of different sizes could be interpolated.

37.5 Determination of vertical columns

37.5.1 Air mass factors

So far the DOAS algorithm in Section 37.3.1 calculates slant column
densities (SCD) of the trace gases in question. The resulting values of
the solution of Eq. (37.4) Si hence denote the integral along all possible
light paths over the concentration of a trace gas (see Fig. 37.2).

For further analysis the slant column densities Si calculated by the
DOAS algorithms must be transformed into vertical column densities
(VCDor Vi). Both quantities only differ by the air mass factor (AMF) or
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A), which describes the effective path length of the light that is emitted
by the sun and falls into the spectrometer:

Vi = SiA (37.20)

Due to scattering effects in the atmosphere a huge distribution of possi-
ble paths exists that makes the calculation of the AMF computationally
very expensive. For the calculation of the AMF we employ the program
AMFTRAN, which was developed at the University of Heidelberg. It uses
the results of the cloud detection algorithm formerly described as in-
put quantities. Its calculations are based on radiation transport and
it considers multiple scattering effects to estimate the effective path
length. For details see Marquard [12].

37.5.2 Cloud detection

One of the most important parameters for the calculation of the AMF
is the cloud coverage at the measurement pixel. The pathlength of the
light in a cloudy and cloud free environment differ in a wide range. To
calculate the length of the aabsorption path it is, thus, necessary to
determine whether the light beam is reflected at the earth’s surface or
at a cloudy layer. Therefore, a cloud detecting algorithm is needed.

The cloud detection algorithm presented in this section relies on in-
formation from the spatially high resolution PMD data (see Section 37.2).
These data yield an integral of the light intensity over the three wave-
length intervals (see Volume 1, Fig. 2.1) 295 to 397 nm (UV), 397 to
580 nm (visible) and 580 to 745 nm (red), and will, thus, be regarded as
RGB values for further image processing. The basic idea for the cloud
detecting algorithms is to concentrate on two characteristics of clouds,
their degree of whiteness and the fact that they form a moving layer in
front of a static background.

The HSV Method. A characteristic attribute of clouds is their degree
of whiteness compared to the background pixels (see Fig. 37.9b). The
appropriate color model to measure whiteness is the HSV color model
[13]. In this model the RGB color space is transformed to a cylindrical
coordinate system, which is similar to the IHS color coordinate system
described in Volume 1, Section 11.3.5. The H denotes hue and is mea-
sured by the angle around the vertical axis, S the saturation of the color
relative to the color gamut and V specifies the brightness value. A 3-D
animation of the HSV-cone can be seen in (.) We now can define a subset
of space within the pyramid which characterizes the clouds. In order to
do this it is necessary to take a look at a histogram plot over saturation
and value calculated from a time series of PMD pictures. The histogram
plot for the PMD data of 30 days is shown in Fig. 37.7b. There we can

file:fig/cl/hsv.mpg
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a b

Figure 37.7: a Histogram of the distribution of saturation (S) and value (V) in a
sequence of PMD images in which the clouds were cut out manually; b histogram
of the same sequence of full PMD images. The regions classifying clouds and
background are marked by rectangles. It can be seen that they only slightly
overlap so segmentation of the clouds can be successfully performed applying
a threshold.

see that the regions classifying the background have only a small over-
lap with the region of clouds. Thus, efficient detection can be achieved
by applying a threshold in the S-V color space. This classifying region
for clouds is obtained by analyzing an amount of pixels which is sorted
out as clouds manually, see Fig. 37.7a, and is confirmed by the second,
iterative cloud detection method, herein later described. Though the
results are very convincing, the method determines only whether or
not there is a cloud but does not calculate the degree of cloud cover-
age. Moreover, the limiting values for the cloud subspace are in a way
arbitrary and disregard local conditions such as ground albedo.

Iterative method. The results of the HSV method can be improved
by considering that clouds are moving, forming and dissolving. There-
fore, those values of a time series that stay nearly constant are likely
to belong to the background whereas those that change should belong
to clouds. This approach is successful if the majority of days are cloud
free. The implementation of this idea is done in an iterative algorithm.

• First we calculate the mean RGB values over a series of pictures.
This average picture serves as a first estimate for the background
picture.

• This background picture can then be used in the second step to
measure the deviation of each pixel. For this purpose a weighting
function w(‖Ak(x) − Bn(x)‖) is required, which is 1 if the actual
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Figure 37.8: Flow chart of the cloud-detecting method. In the first step the
clouds are removed with the HSV method. Then each image is compared with
the mean over all images and pixels with high deviation are removed. This step
is iterated until the mean image remain constant.

pixel A(x) is the same as the one from the background image B(x),
and 0 if there is a high deviation referring to the three PMD values.

• In the third step the weighted mean over the picture series is cal-
culated, using the measuring function w. Now yielding a better
estimate for the background picture, we go back to the second step.

• When the background picture stays nearly constant, the algorithm
terminates.

If Bn(x) is the background picture of the nth iteration and Ak the kth
picture of the time series, we have to find the fix-point of the following
function:

f(Bn(x)) = Bn+1(x) =

K∑
k
Ak(x)w(‖Ak(x)− Bn(x)‖)

K∑
k
w(‖Ak(x)− Bn(x)‖)

(37.21)

w(‖Ak(x)−B∞(x)‖) is used to calculate a degree of cloud coverage.
After testing different weighting functions w we found that the

one yielding the fastest convergence is the step function Θ of the Eu-
clidean distance in the S-V color space, where the threshold is set to
the quadratic standard deviation sd(x).

w(A(x)) = Θ(sd(x)− ‖A(x)‖) with A(x) = [AS,AV]T (37.22)

This function requires the least iterations and the results of cloud de-
tection are acceptable.

Both described algorithms have their strengths and weaknesses.
The first algorithm is very fast whereas the second algorithm is used to
improve the results of the first one. Moreover, it can be better adapted
to different times of the year simply by calculating different background
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a

b

Figure 37.9: a Mean image over a time series of PMD images over 30 days.
The clouds can be easily distinguished with their whiteness. b Mean image
after cloud removal. Most of the clouds could be located and removed to obtain
a cloud free background image; (see also Plate 13).

pictures for each season, so that we can distinguish, for example, be-
tween clouds and snow. Hence, a combination of the two described
methods is the most efficient approach (see Fig. 37.8). The results of
the cloud detecting method are shown in Fig. 37.9.

37.5.3 Separation of tropospheric and stratospheric gas concen-
trations

Hitherto the analysis procedure has been able to calculate the amount
of trace gases integrated along a vertical column. Evidently the quantity
contains both the stratospheric and the tropospheric proportion of the
trace gas in question.
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Figure 37.10: Necessary steps in the separation of stratosphere and tropo-
sphere. a shows the original signal together with the blurred signal as an esti-
mate of the stratosphere. The differential signal b is partially negative so the
lower envelope is found by an erosion operation (subimage c). d shows the
resulting tropospheric amount.

However, to estimate the total amount of NO2 emitted by biomass
burning plumes only the tropospheric proportion is of interest. This is
because the pollutant is emitted in the lower troposphere and accumu-
lates at an altitude of approximately 2.5 km (see Section 37.4.1).

For the separation of the two proportions we exploit the fact that
the distribution of the stratospheric NO2 is much more homogeneous
than its distribution in the troposphere (see Fig. 37.10). Due to strong
stratospheric winds and mixing processes the stratospheric NO2 dis-
tribution contains only low spatial frequencies. In the troposphere the
total NO2 concentration is approximated by a factor 10 lower than in
the stratosphere but as the sources of NO2 in the troposphere are local-
ized its distribution shows much stronger variances. This can be used
for separation by a multilevel algorithm (see Fig. 37.11):

• First the concentration image g is decomposed by a bandpass filter
into an image t that contains only spatial frequencies in the order of
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Figure 37.11: Separation of the stratospheric and tropospheric concentration.
A bandpass separates the high frequent tropospheric structures from the strato-
spheric background. As the troposphere may only be non-negative an erosion
filter is applied to the differential signal to determine its lower envelope (see also
Fig. 37.10).

magnitude of the expected size of the biomass burning plumes. The
remaining image s = g−t gives a first estimate for the stratospheric
background. As filters we use Deriche filters of type Eq. (37.19) with
α = 3 for the high cutoff frequency and α = 1 for the low cutoff
frequency.

• The properties of the bandpass filter cause the estimated back-
ground s to yield a mean value of the concentration distribution,
which leads to negative values for t. As t is only supposed to in-
crease the stratospheric background, s must be corrected by finding
the lower envelope of t under the boundary condition that this sig-
nal should not contain higher frequencies than s. This is done by
an erosion operation on the differential signal t. The mask for this
operation is chosen such that its size N corresponds to the size
of a binomial smoothing mask, which is equivalent to the applied
Deriche filter: N = 16/α2 = 16.

• The differential signal is then corrected by the result of the ero-
sion operation, which guaranties non-negative values for the tropo-
spheric proportion.

The results of this operation can be seen in Fig. 37.10a, b. In contrast to
a simple bandwidth filter the envelope that describes the stratospheric
background is found such that it lies totally below the measured dis-
tribution and does not contain frequencies beyond a threshold.

37.6 Results

In this chapter algorithms were presented to calculate sequences of
concentration maps of trace gases in the atmosphere such as NO2 from
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September 10, 1997 September 11, 1997

September 12, 1997 September 13, 1997

September 14, 1997 September 15, 1997

September 16, 1997 September 17, 1997

4.5 1014 1.3 1015 2.5 1015 3.0 1015 3.8 1015 5.5 10154.7 1015

vertical column density o f NO2 [molecules/cm2]

Figure 37.12: Time sequence of vertical column densities of NO2. Large
emission plumes can be noticed both over industrialized areas in Europe and
North America and over regions where biomass burning occurs (South Amer-
ica, Africa). The time sequence shows the movement of the plumes over a time
period; for a movie covering the whole year 1997, see /movies/37/no2.mov;
(see also Plate 14).
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raw spectra of the GOME satellite instrument. By the application of a
new fitting algorithm and an improved interpolation technique on the
basis of B-splines (Section 37.3.1) the retrieval algorithm could be accel-
erated by one order of magnitude compared to existing algorithms [2].
The evaluation of a full GOME orbit, consisting of approximately 2000
single spectra, now only takes 2 min on a standard pentium pro 200
computer. Thus the evaluation of total coverage consisting of 36 orbits
every three days takes 1.2 hours and can, thus, be performed in real-
time, leaving time to consecutively perform transport calculations and
cloud detection.

By the application of transport calculations on the basis of finite dif-
ferences full maps of vertical column densities of NO2 could be gener-
ated with a resolution of one day. A time sequence of six days of such
images is shown in Fig. 37.12. On these images highly elevated NO2

concentrations can be observed both over the industrialized regions
in North America and Europe and over poorly industrialized regions
in South America and Africa. The emissions over South America and
Africa are most likely due to biomass burning.

For the calculation of the absolute NOx emission a cloud detection
algorithm has been developed that combines both a threshold in the
HSV-color space and an iterative fix-point algorithm that allows detec-
tion of clouds in highly as well as lightly cloudy regions (see Fig. 37.9b).
This step and the separation of the tropospheric and stratospheric pro-
portions of the vertical column density are the essential preconditions
for further analysis. On the basis of this time sequence information
it is now possible to calculate the total amount of the NOx emission
within these plumes on a global scale.

The knowledge of the wind vector field already used for interpola-
tion purposes will allow tracking of plumes over time and estimating
of the total NO2 emitted in those plumes.

Acknowledgment

The authors thank the Deutsche Forschungsgemeinschaft (DFG, http:
//www.dfg.de) for financial support for this research within the re-
search unit “Image Sequence Analysis to Investigate Dynamic Processes”
(http://klimt.iwr.uni-heidelberg.de/PublicFG). C. Leue is grate-
ful for a dissertation grant by the Studienstiftung des Deutschen Volkes
(http://www.studienstiftung.de). M. Wenig thanks the Graduier-
tenkolleg “Modeling and Scientific Computing in Mathematics and Nat-
ural Science” (http://www.iwr.uni-heidelberg.de/∼GK/GK home.
html) for a dissertation grant.

file:http://www.dfg.de
http://klimt.iwr.uni-heidelberg.de/PublicFG
http://www.studienstiftung.de
file:http://www.iwr.uni-heidelberg.de/~GK/GK_home.html


37.7 References 805

37.7 References

[1] Platt, U., (1994). Differential optical absorption spectroscopy (DOAS). In
Air Monitoring by Spectroscopic Techniques, M. Sigrist, ed., Vol. 127. New
York: John Wiley & Sons, Inc.

[2] Stutz, J. and Platt, U., (1996). Numerical analysis and error estimation
of differential optical absorption spectroscopy measurements with least-
squares methods. Applied Optics, 35:6041–6053.

[3] Bednarz, F., (1995). Global Ozone Monitoring Experiment, GOME, Users
Manual. Technical Report, ESA Publications Division.

[4] Noxon, J., (1975). Nitrogen dioxide in the stratosphere and troposphere
measured by ground-based absorption spectroscopy. Science, 189:547–
549.

[5] Platt, U., Perner, D., and Pätz, (1979). Simultaneous measurements of
atmospheric CH2O, O3 and NO2 by differential optical absorption. J. Geo-
phys. Res., 84:6329–6335.

[6] Ottoy, J. and Vansteenkiste, G., (1981). A computer algorithm for non-
linear curve fitting. Advances in Engineering Software, 3:55–61.

[7] Unser, M., Aldroubi, A., and Eden, M., (1991). Fast B-spline transforms for
continuous image representation and interpolation. IEEE Trans. Pattern
Analysis and Machine Intelligence, 13(3):277–285.

[8] Jähne, B., (1997). Digital Image Processing: Concepts, Algorithms and
Scientific Applications. Berlin, Heidelberg: Springer.

[9] Lindesay, J. A., Andreae, M., Goldhammer, J. G., Harris, G., Annegarn, M.,
H. J. Garstang, Scholes, R. J., and van Wilgen, B. W., (1996). In-
ternational geosphere-niosphere programme/international global atmo-
spheric chemistry SAFARY. 92 field experiment: background and
overview. Jour. Geographical Research, 101(D19):23,521–23,530.

[10] Knutsson, H. and Westin, C.-F., (1993). Normalized and differential con-
volution. In Proceedings CVPR’93, New York City, NY, pp. 515–523, IEEE.
Washington, DC: IEEE Computer Society Press.

[11] Deriche, R., (1990). Fast algorithms for low-level vision. IEEE Trans. Pat-
tern Analysis and Machine Intelligence, 12(1):78–87.

[12] Marquard, L., (1998). Modellierung des Strahlungstransports in der Erdat-
mosphäre für absorptionsspektroskopische Messungen im ultravioletten
und sichtbaren Spektralbereich. Dissertation, University of Heidelberg.

[13] Foley, J., van Dam, A., Feiner, S., and Hughes, J., (1990). Computer Graph-
ics: Principles and Practice, Second Edition. Addison-Wesley Systems Pro-
gramming Series. Reading, MA: Addison-Wesley.



806 37 Retrieval of Atmospheric Trace Gas Concentrations



38 Tracking “Fuzzy” Storms in
Doppler Radar Images

John L. Barron1, Robert E. Mercer1, David Cheng1,
and Paul Joe2

1The University of Western Ontario, London, Ontario
2Atmospheric Environmental Services, Toronto, Ontario

38.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 807

38.2 Problems of storm tracking . . . . . . . . . . . . . . . . . . . . . . 808

38.2.1 Aliasing of data . . . . . . . . . . . . . . . . . . . . . . . . . 809

38.2.2 The merging and splitting of storms . . . . . . . . . . . 809

38.3 Background: Zhang/Krezeski’s algorithms . . . . . . . . . . . . 809

38.4 Fuzzy storm centers . . . . . . . . . . . . . . . . . . . . . . . . . . . 812

38.4.1 Fuzzy point algebra . . . . . . . . . . . . . . . . . . . . . . 812

38.4.2 Storm hypothesis . . . . . . . . . . . . . . . . . . . . . . . 813

38.4.3 Construction of fuzzy storm centers . . . . . . . . . . . 814

38.5 Incremental relaxation-labeling algorithm . . . . . . . . . . . . . 814

38.6 An X-Window-based storm-visualization program . . . . . . . . 817

38.7 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . 817

38.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 819

38.9 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 820

38.1 Introduction

Because of the devastation caused by severe storms, the forecasting of
severe storm movement is one of the most important tasks facing me-
teorologists. To help with this task we have developed an automatic
storm-tracking system. Tracking past storm movement is a prerequi-
site to forecasting future storm movement and minimizing property
damage.

Physically, a storm is an area of updraft and downdraft turbulence
of air and water particles. In the updraft, a rain cloud is formed from
the collision of water particles. When the water particles are too large
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a b

Figure 38.1: Doppler radar: a density; and b radial velocity image.

to be sustained by the updraft, they fall as precipitation in the form
of snow, rain or hail. The lifecycle of an average storm containing a
single storm cell usually ranges from 10 to 20 min. On the other hand,
severe storms having multiple storm cells tend to have a much longer
lifespan of up to a few hours and therefore have the potential to cause
significant damage.

38.2 Problems of storm tracking

Since 1985, the Cloud Physics Research Division of the Atmospheric En-
vironment Service (AES) of Canada has been developing a Doppler radar
system to detect severe storms such as thunderstorms and tornadoes.
The Doppler radar generates intensity and radial velocity images, ex-
amples of which are shown in Fig. 38.1.

These images are preprocessed to remove pixels corresponding to
lines, bars and writing. Intensity interpolation is used to represent the
values of removed pixels. Typically, there are 0 to 20 potential severe
storms per image.

The recognition and tracking of storms in these radar images is cur-
rently performed manually by human experts and the task is time con-
suming. To improve the efficiency and quality of weather forecasting,
AES is interested in developing an automatic storm-tracking system for
use in their operations. Towards this end, we have developed a tracking
program with visualization capabilities that uses a hypothesize and ver-
ify model to detect storms in radar images and construct storm tracks.
We first hypothesize storm masses in the Doppler radar intensity im-
ages. Then we verify the correctness of these hypothesized storms by
tracking them over time. If an hypothesized storm can be tracked over
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a desired number of frames, we conclude that the storm is a valid storm
and we record its track. When all potential storms are verified, a set of
valid storm tracks will be taken as outputs.

38.2.1 Aliasing of data

The Doppler radar intensity image sequences that we have used as ex-
perimental data are actual data obtained from the AES radar station at
King City, Ontario. Because of the operational nature of the radar at the
King City radar station, an intensity/velocity image is generated every
10 min. During the 10-min interval, storms can appear or disappear.
Moreover, other storm properties such as size, intensity and shape can
change significantly. Under such a low sampling rate, the data can eas-
ily be aliased . If the matching of storms in image sequences uses storm
properties as a measure of correspondence or if the storms are not al-
lowed to remain unmatched, this data aliasing can directly affect the
accuracy and performance of the storm-tracking system.

38.2.2 The merging and splitting of storms

Through studying the storm movements in several Doppler intensity
image sequences, two important phenomena are observed: a single
storm may split into several separate storms; and two or more storms
may merge into one storm in the next image. We have developed the
concept of pseudo-storms to accommodate this behavior.

38.3 Background: Zhang/Krezeski’s algorithms

A complete literature survey is available in Cheng et al. [1]. In the fol-
lowing, we describe only our previous work.

The early work done on automatic storm tracking can be found in a
Master’s thesis by Zhang [2] and in a paper by Krezeski et al. [3]. Here
we highlight a few features in their work, as they form the basis of our
current work.

Based on a merge-and-split algorithm developed by Horowitz and
Pavlidis [4], Zhang [2] devised a similar region-growing algorithm to
identify storm masses in a sequence of Doppler radar intensity images.
An image is post-processed into a square digital image that is initially
divided into a user-defined number of square regions or subnodes. A
subnode S = {p1, p2, . . . , pn} can be considered as a set of n pixels,
where each pixel pj represents a gray intensity level. Subnodes are then
merged or split according to rules associated with a global threshold
Tz̄:
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• A subnode S is split into four smaller, equal-sized square subnodes
if the difference between the maximum and the minimum pixel val-
ues of the subnode is greater than the threshold Tz̄

max(S)−min(S) > Tz̄ (38.1)

• Four adjacent subnodes S1, S2, S3 and S4 are merged into a single
subnode if the difference between the maximum and the minimum
pixel values of the four subnodes is less than the threshold Tz̄

max

 4⋃
j=1

Sj

−min

 4⋃
j=1

Sj

 ≤ Tz̄ (38.2)

The merge-and-split operations are mutually exclusive. That is, a sub-
node that is split cannot be merged and vice versa. When no subnode
can be further split or merged, the original image is completely seg-
mented into many different square subregions that are represented in
a pyramid data structure. Then a grouping operation is performed to
group adjacent regions to form an irregularly shaped region. A region
whose size and average intensity are above two other thresholds is hy-
pothesized as a storm. The center of mass of an hypothesized storm
region is then considered as an hypothesized storm center.

By modifying Barnard and Thompson’s spatial relaxation-labeling
algorithm [5], Zhang has developed a temporal relaxation algorithm
to track storm centers represented by normal Euclidean points over
time. The algorithm is based on the smoothness assumption of storm
movement. Initially, disparities between the storm centers in adjacent
images are constructed and each disparity is associated with a certainty
value. The certainty value is then modified by relaxation on distance
and angle compatibility. In the end, disparities with the highest cer-
tainty values are chosen as the best matches.

To handle the merging and splitting of storms, Zhang’s algorithm
allows single storms to be matched to several storms in the immediately
previous or following images. This approach was less successful than
desired because her tracking algorithm could incorrectly match pre-
merged single small storms to a larger single storm.

Krezeski et al. [3] added property coherence and the concept of
pseudo-storms to improve Zhang’s tracking algorithm. Their algorithm
yielded some promising experimental results. Property coherence [6]
allows multiple features of a storm to be tracked over time in addition
to the location of the storm center. Five additional storm properties
they considered were average intensity, storm size, velocity variance,
storm shape and orientation, and convexity. The velocity variance prop-
erty is the only use made of the Doppler velocity in our work to date.
Areas of high-velocity variance corresponded to storms.
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Krezeski et al. [3] use the same merge-and-split algorithm as em-
ployed by Zhang [2] to segment a radar intensity image and to hypoth-
esize storm masses. Minor modifications are made to the algorithm to
extract additional storm properties. A disparity is constructed from a
storm in one image to a storm in the other if the distance between their
storm centers is within a certain threshold Td. Connection between two
adjacent disparities is established if the angle between the two is less
than another threshold Tθ . A certainty value is associated with each
disparity and is determined by a set of compatibility values. Initially,
the compatibility between adjacent disparities is given by

C0(d1, d2) =w6cd(d1, d2)+w7cθ(d1, d2)+
5∑
k=1

wk
(
fk(d1)+ fk(d2)

2

)
(38.3)

where w1,w2, . . . ,w7 are normalized weights that sum to 1, cd is the
length compatibility function, cθ is the angle compatibility function,
and fk is the storm property function for property pk, where k =
1,2, . . . ,5. For each property pk, the property function computes the
compatibility value of that property for each disparity d corresponding
to two temporally connected storms s1 and s2 in adjacent images

fk(s1, s2) = 1−
(

| pk(s1)−pk(s2) |
max

(
pk(s1),pk(s2)

) Mk
Mk −mk

)
(38.4)

where Mk and mk denote, respectively, the maximum and the mini-
mum values of property pk of all storms s. The certainty value of each
disparity is later refined iteratively by relaxation.

To handle situations where storms merge and split, Krezeski intro-
duces the notion of a pseudo-storm. His idea is based on the work by
Einfalt et al. [7]. Einfalt suggested that storms that are close together
could be considered as a single entity for comparison with other storms
in adjacent images. Although Krezeski’s algorithm with pseudo-storm
is still under development, initial experiments show that the merg-
ing and splitting of storms can be handled very well by matching real
storms to pseudo-storms in adjacent images [3].

Krezeski’s result showed some problems that can be attributed to
the deformability and changing intensity values in the storm. The rep-
resentation of the location of a storm in an image (which is required by
the relaxation algorithm) is a point. The method used to determine this
point (center of mass calculation) is sensitive to the properties of the
storm (deformability, changing intensities). Although the storm moves
in one direction, the algorithm can actually record a movement in the
opposite direction due solely to the somewhat arbitrary location of the
center of mass of the storm in the subsequent image. This undesirable



812 38 Tracking “Fuzzy” Storms in Doppler Radar Images

movement of the point representing the storm affects the performance
of the relaxation algorithm. To obtain realistic results with the method-
ology described in Krezeski et al. we had to set thresholds in the relax-
ation algorithm at levels that sometimes allowed incorrect tracks to be
generated.

38.4 Fuzzy storm centers

To diminish the effect of the arbitrariness of storm location, we have
modified the representation of the center of a storm from a Euclidean
point to a fuzzy point [1, 8]. (For a review of the concepts of fuzzy image
processing see Volume 2, Chapter 22.) A fuzzy point is a circle whose
inner region represents the uncertainty of the location of a targeted
point (a more complete description of our fuzzy storm geometry is
available in Mercer et al. [9]). Because the fuzzy point represents the
uncertain location of the storm center, we refer to the fuzzy point as the
fuzzy storm center. Our current work [8, 10] uses fuzzy points, fuzzy
vectors, fuzzy lengths of fuzzy vectors, and fuzzy angles between two
nonzero fuzzy vectors in the relaxation framework to produce more
realistic storm tracks. Note that our interpretation of a fuzzy point is
not based on the theory of fuzzy sets [11]; rather, it is in the spirit of
fuzzy geometry ([12, 13], and Volume 2, Section 22.5.1).

38.4.1 Fuzzy point algebra

A fuzzy point P = 〈c, r 〉 is a circle with center c = (cx, cy) and radius r .
It represents a region where a targeted point can arbitrarily be located.
We denote the set of all fuzzy points as P. We define the distance δ
between two fuzzy points P1 = 〈c1, r1〉 and P2 = 〈c2, r2〉 as

δ(P1, P2) = ‖c1 − c2‖2 + |r1 − r2| (38.5)

where (P, δ) forms a metric space. If we consider P as a subset of R2,
then a fuzzy vector

----------------------------------------------→P1P2 from fuzzy point P1 to fuzzy point P2 is the
set of all displacement vectors from a point in P1 to a point in P2. The
fuzzy length of this fuzzy vector is then defined as the set of lengths
of all displacement vectors in

----------------------------------------------→P1P2. This set can be represented as the
real interval [dmin, dmax], where dmin and dmax are, respectively, the
least and greatest distance between any two points in the circles repre-
senting the fuzzy points P1 and P2. Any fuzzy vector with fuzzy length
[0, d],d ≥ 0, is considered as a zero fuzzy vector. The fuzzy angle sub-
tended by a nonzero fuzzy vector

----------------------------------------------→P2P3 relative to a nonzero fuzzy vec-
tor

----------------------------------------------→P1P2 is defined as the set of angles subtended by any displacement
vector in

----------------------------------------------→P2P3 relative to a displacement vector in
----------------------------------------------→P1P2 having touching

heads and tails, respectively. The angle between the two displacement
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vectors θ can be determined by the dot-product. Similar to the fuzzy
length of a fuzzy vector, the fuzzy angle between two nonzero fuzzy
vectors is a real interval [θmin, θmax] ⊆ [0,π]. However, determining
the two endpoints θmin and θmax is not trivial. Currently, we use an
O(n) search algorithm to approximate the two endpoints.

38.4.2 Storm hypothesis

A region-splitting algorithm with dynamic thresholding is used to de-
termine storm masses in a radar intensity image [8, 10]. This algorithm
replaces the one in Krezeski et al. [3] that uses Horowitz and Pavlidis’
merge-split algorithm [4]. The merge-split process in Krezeski et al. [3]
is determined by a threshold on the difference between the maximum
and minimum intensity levels of adjacent regions. We have observed
that this criterion is sensitive to outliers in the data. It also requires
the appropriate threshold to be chosen manually for each image. In
our new algorithm, we use the standard deviation s of the average in-
tensity level of a region to govern the splitting process. We find that
thresholding using s is very robust and no user interaction is required.

A square image S is initially at level 1 of a quad-tree and is divided
into four equally sized subnodes S1, S2, S3 and S4 that correspond to
the north-western, north-eastern, south-eastern and south-western re-
gions, respectively.

For each subnode Sn, where n ∈ Λ+ and Λ = {1,2,3,4}, we compute
the mean z̄ and the standard deviation sz of the intensity levels of all
pixels in Sn. The splitting criterion of the subnode is based on the value
of sz. The value of sz indicates how well the value of z̄ represents the
average intensity level of all pixels in Sn. We currently set a threshold
Ts on sz to 10.

• If sz is large, as indicated by sz ≥ Ts , then the intensity levels of most
pixels in Sn differ significantly from z̄ and therefore the subnode Sn
is split into four smaller subnodes Sn1, Sn2, Sn3 and Sn4 at the next
level.

• On the other hand, if sz is small, as indicated by sz < Ts , then we
consider z̄ to be representative of the intensity levels of most pixels
in Sn and we compare the value of z̄ to the dynamic threshold Tz̄; Tz̄
is based on the mean z̄′ and standard deviation s′z of the intensity
levels of a subset of pixels in the image with intensity levels greater
than zmin = 16. It is computed as Tz̄ = z̄′ + ks′z, where k = −0.5. If
we have z̄ ≥ Tz̄, then the subnode Sn will be considered as a part of
a potential storm and will be marked for further processing.

The foregoing splitting process continues recursively until no subnode
can be split further. Neighboring subnodes that are marked for further
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processing will be grouped into a single region

R = Sk1 ∪ Sk2 ∪ · · · ∪ Skn (38.6)

if they are connected. We say that a subnode S′ is connected to a sub-
node S with a distance d if all of the following conditions hold:

ly +d ≥ u′y
uy −d ≤ l′y
lx +d ≥ u′x
ux −d ≤ l′x

(38.7)

where (ux,uy) and (lx, ly) denote the upper-left and lower-right cor-
ners of S, respectively; (u′x,u′y) and (l′x, l′y) denote the upper-left and
lower-right corners of S′, respectively; and d is a threshold currently
set to 2 pixels.

38.4.3 Construction of fuzzy storm centers

After region splitting we have a set of regions {R1, R2, . . . , Rn} in the
Doppler radar intensity image that are hypothesized as storms. To
represent the location of each storm region Rj using a fuzzy point P =
〈c, r 〉, we first compute the weighted averages x̄ and ȳ of the centers of
all subnodes forming the region in the x- and y-direction, respectively;
and also the corresponding standard deviations sx and sy . Then the
center of the fuzzy point P is taken as c = (x̄, ȳ); and the radius of
the fuzzy point is determined by r = kr max(sx, sy), where kr is a
parameter to control the size of the fuzzy point. We currently use
kr = 0.5. We interpret the foregoing construction as fitting a quasi-
circular Gaussian surface through the storm region. Because the data
points in the storm region do not necessarily spread around the peak
of a Gaussian surface, we could not employ a least-square method to
perform a Gaussian fit.

38.5 Incremental relaxation-labeling algorithm

Once a set of storms has been hypothesized for the radar intensity
image sequence, the correctness of these storms can be verified by
tracking them over time. Our tracking algorithm is based on Krezeski’s
temporal relaxation algorithm with property coherence [3]. We have
selected the size of a fuzzy storm center as a property to be coherent
over time.

Let Sk be an hypothesized fuzzy storm center in the kth image. A
disparity represented by a fuzzy vector

---------------------------------------------------------------------→SjSj+1 is constructed from Sj
to Sj+1 if the infimum of the fuzzy length of the fuzzy vector is less
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than a threshold Td, which is set to a default value of 10 pixels; and
concurrently, the two fuzzy storm centers have compatible sizes. We
define a property function fs to measure the size-compatibility of two
fuzzy storm centers S1 = 〈c1, r1〉 and S2 = 〈c2, r2〉 as

fs(S1, S2) =

1− |r1 − r2|
max(r1, r2)

if r1 > 0 or r2 > 0,

1 otherwise
(38.8)

A size-compatibility threshold Tsc is set to 0.5. Note that if Tsc is
set to 1, then a disparity will be constructed between two fuzzy storm
centers only when they have exactly the same size. On the other hand,
if Tsc is set to 0, then the size-compatibility criterion is effectively re-
moved. We measure the partial compatibility between two adjacent
disparities using a weighted sum of three components: length compat-
ibility Cd; angle compatibility Cθ ; and size compatibility Cs . The overall
compatibility function is defined as

C =wdCd +wθCθ +wsCs (38.9)

wherewd,wθ andws are normalized weights such thatwd+wθ+ws =
1. We currently use wd = 0.2,wθ = 0.2 and ws = 0.6. Values for
these and other weight coefficients (in the following) were chosen by
empirical observation. Two adjacent disparities are connected together
if their compatibility value is greater than a threshold

C
(---------------------------------------------------------------------→SjSj+1,

------------------------------------------------------------------------------------------------→Sj+1Sj+2

)
> Tc (38.10)

where Tc is currently 0.2. When all qualified adjacent disparities have
been linked together, the certainty of each disparity is refined itera-
tively by relaxation on the overall compatibility among its adjacent dis-
parities. Consider a disparity d = ---------------------------------------------------------------------→SjSj+1. The initial certainty of the
disparity, denoted as p0(d), is set to fs(Sj, Sj+1).

During each iteration, we apply both spatial and temporal consis-
tency constraints to compute the supporting and contradictory evi-
dence of the disparity using the compatibility values. Let Es and Ec
denote the supporting and contradictory evidence, respectively. Let ns
and nc denote the number of supporting disparities and the number of
contradictory disparities, respectively. These four quantities are reset
at the start of each iteration.

• To apply the temporal consistency constraint, for each adjacent dis-
parity dt to d of the form dt = ---------------------------------------------------------------------→Sj−1Sj or dt = ------------------------------------------------------------------------------------------------→Sj+1Sj+2, we compute
the compatibility at the kth iteration (k > 0) between the two dis-
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parities as

Ck(d,dt) =w1C(d,dt)+w2

(
pk−1(d)+pk−1(dt)

2

)
(38.11)

where w1 and w2 are normalized weights that sum to 1. We cur-
rently usew1 = 0.4 andw2 = 0.6. If Ck(d,dt) > Tk (we use Tk = 0.6),
then we add pk−1(d) to Es and increase ns by 1. Otherwise, we add
pk−1(d) to Ec and increase nc by 1.

• To apply the spatial consistency constraint, for each disparity ds
that has the same head storm or tail storm as d, if pk−1(d) ≥
pk−1(ds), then we add pk−1(d) to Es and increase ns by 1. Oth-
erwise, we add pk−1(d) to Ec and increase nc by 1.

• The certainty of the disparity d at the kth iteration is modified by

pk(d) =


1
2

(
1+ wsEs −wcEc

wsEs +wcEc
)

if Es ≠ 0 or Ec ≠ 0,

0 otherwise
(38.12)

wherews is the weight of the supporting evidence and is computed
as ws = ns/(ns +nc), and wc is the weight of the contradictory
evidence and is computed as wc = nc/(ns +nc).

• The iterative process stops at the kth iteration when the certainty
of each disparity has converged to the desired level of confidence
(ε), say to n decimal places (we use n = 6)

ε = ∣∣pk(d)−pk−1(d)
∣∣ < 10−n (38.13)

for each disparity d or the maximum number of iterations has been
reached: k→ Tk, where Tk is currently set to 20.

Once the relaxation process has converged, we construct a set of all
longest tracks such that each disparity has a final certainty over a
threshold Tp (we use Tp = 0.85). We choose a subset of these tracks,
with the condition that no storm lies upon more than one chosen track.

We have changed the implementation of the algorithm from process-
ing of a complete image sequence of known length (i. e., batch mode) to
be in incremental mode. Given n images the hypothesized storm dis-
parities are relaxed. When an (n+1)th image is added, the relaxation is
restarted using the results for the first n images plus the hypothesized
storms of the (n + 1)th image. We have observed empirically that the
result is always the same as if alln+1 images had been initially relaxed.
The difference in computation speed between the two methods is in-
significant as relaxation converges within 10 iterations in either mode.
The incremental algorithm allows us to view the current storm tracks
as the data become available.
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38.6 An X-Window-based storm-visualization program

We have developed and implemented a storm-visualization program
using the standard X11 Athena toolkit. We have chosen the Athena
toolkit for its portability across different UNIX platforms. Our program
has been compiled and tested on several platforms including a Sun
Sparcstation, an IBM RS/6000 workstation, and an Intel Pentium work-
station and notebook. The main design goal of this storm-visualization
program was to allow the study of storm movements in radar intensity
image sequences and to visualize fuzzy storm centers and storm tracks
generated by our storm-tracking algorithms. The interested reader
can ftp to ftp.csd.uwo.ca (login: your email address and password:
anonymous) and cd to pub/vision/DCHENG to obtain the compete data
set and C/X windows program. Also, the programs/data sets are in-
cluded in the CD-ROM for this handbook (/software/38).

The original algorithms by Zhang and Krezeski used polylines to
draw tracks connecting storm centers represented by Euclidean points.
We find this method inappropriate for fuzzy storm centers because the
actual location of the storm center can be anywhere inside the circum-
ference of a fuzzy point. In addition, the zig-zag look of a polyline fails
to represent the smooth movement of a storm. Therefore, we have
used cubic B-spline approximation [14] with storm center averaging to
draw the storm tracks. We did not use Cubic B spline interpolation be-
cause this would involve solving a set of simultaneous linear equations
and we do not need the curve to pass through the center of a fuzzy
point. Because we select the centers of the fuzzy points as the knot
points of the spline curve, the curves have many bends. To improve
the smoothness of the spline curve, we used a simple smoothing filter
to apply on the spline knots. For a set of spline knots P−1 to Pn+1, we
construct a set of smoothed spline knots P ′−1 to P ′n+1 using a smoothing
filter F : P ′j = F(Pj) = 1/3(Pj−1 + Pj + Pj+1), if j = 1,2, . . . ,n− 1, and Pj
otherwise. We then use this set of smoothed spline knots P ′j to plot the
spline curve.

The interaction between the storm visualization program and a user
is performed through a pop-up menu (see Fig. 38.2 for a screen-shot of
the program with the pop-up menu activated).

38.7 Experimental results

A complete set of experimental results can be found in Cheng et al. [1].
Due to space limitations we present only the results for the series-18
sequence made from the radar station at King City, Ontario.

In our algorithm there are a number of thresholds to be set. For
the region-splitting algorithm, zmin governs the background pixel in-

ftp.csd.uwo.ca
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Figure 38.2: A screen-shot of our X-window-based storm-visualization program
with the pop-up menu activated.

tensity, K governs the dynamic threshold and Ts governs the region-
splitting operation. For all results in this paper we use the values
zmin = 16, K = −0.5 and Ts = 10.0. In the tracking algorithm the
construction of a disparity between two fuzzy storm centers in adja-
cent images is controlled by two thresholds: Td governs the closest
distance between two fuzzy storms and Tsc governs the size compati-
bility between two fuzzy storms. Usually, Ts is 10, but occasionally it is
tightened to 5 to remove unwanted storms; Tsc is usually set at 0.5. As
we noted in the foregoing, Tsc = 0.0 turns off size compatibility while
Tsc = 1.0 enforces strict size compatibility.

This sequence has 30 images consisting of complex storm move-
ments (it represents our most complex storm sequence). Storms are
moving from the northeast to the southeast and from west to east.
In the end both storm movements merge into one big storm moving
southeast. This can be seen from the verified storm tracks shown in
Fig. 38.3, which show the verified storms tracks for storms in images
5, 12, 19 and 30. Other storm sequences are available via our ftp site
or the CD-ROM for this handbook.
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a b

c d

Figure 38.3: The storm tracks for the a 5th, b 12nd, c 19th and d 30th images
of the 18-series; Td = 5.0 and Tsc = 0.6.

38.8 Conclusions

By using fuzzy storm centers and relaxation labeling we are able to ob-
tain storm tracks that are long and smooth and which closely match
human perception of a “motion picture” of a storm image sequence.
Future plans include testing our algorithm on other types of tracking
problems, for example, tracking clouds in satellite imagery or aerial
views of oil/chemical spills in lakes and rivers. We also plan on ex-
tending this algorithm to 3-D. Slices of Doppler image data at different
radial angles (heights) are now available and it should be possible to
hypothesize and track 3-D fuzzy storms rather than 2D fuzzy storms
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as we do now. We believe that Doppler velocity data will be more useful
in this extension.
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39.1 Introduction

This chapter reports an application of 3-D image processing techniques
in the field of neuromorphology. The objective is to count and describe
dendritic spine synapses. These are the links that establish signal flow
from one neuron’s axon to another neuron’s dendrite as illustrated in
Fig. 39.1. It has been observed that the density [1, 2, 3] and also the
shape and size of spine synapses are altered during learning events and
as a consequence of aging or mental diseases [4, 5]. This leads to the
conjecture that the morphology of these synapses may be correlated
with learning processes. Therefore, an image analysis tool has been
designed to perform analysis of the spine distribution in 3-D images
recorded by a confocal laser scanning microscope, [6, 7].

Confocal microscopy has been chosen because it is capable of cov-
ering a section of dendrite of considerable length at nearly sufficient

821
Handbook of Computer Vision and Applications Copyright © 1999 by Academic Press
Volume 3 All rights of reproduction in any form reserved.
Systems and Applications ISBN 0–12–379773-X/$30.00



822 39 Detection of Dendritic Spine Synapses

axon

recorded section

dendritic tree

spine synapsedendrite

axon

neuron

Figure 39.1: Schematic example of a spine synapse and its environment.

resolution at synaptic level. Electron microscopy, in contrast, would
give too much data to examine a large number of synapses. The choice
of confocal microscopy imposes physically unavoidable image degra-
dation (Section 39.2) that imposes problems in image interpretation at
points where spines meet closely. In such cases two spines may be re-
garded as a single furcated one. It is also possible that two spine necks
meeting closely may generate a light distribution similar to that of a
head, and adjacent heads may appear as a single one. On the other
hand, thin spine necks may be too weak to be recognized, and thus it
can not be determined where the spine is attached to a dendrite. All
this gives rise to our efforts to reconstruct the dye distribution in the
best possible way with respect to preservation of topology and mor-
phological features of the tissue.

To achieve this, our approach makes use of the following topological
properties of the arrangement of dendrites and spines: first, they are
simply connected. This means that they comprise a connected region in
space and do not include any cavities or “tunnels.” A spine comprises
a neck or a head or both. It is connected to a dendrite at exactly one
point. Spines are not mutually connected.

Apart from a topological description, they can be described by their
size. Typically, spine length is <3µm. The neck diameter may range
down to 80 nm. Dendrites are typically longer than 8µm. Their diam-
eter is on the order of 1µm.

The recognition process implemented here includes multiple stages
starting with image restoration and enhancement. The image is seg-
mented into foreground and background by thresholding and trans-
formed to a graph via a medial axis transform. Higher-level shape anal-
ysis and recognition is performed on this graph. All examples given in
the following sections refer to the image depicted in Fig. 39.2. The area
covers 21.8× 15.6× 11.7µm. It has been cut out from a recorded vol-
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Figure 39.2: The example image of this contribution in the xy-plane.

ume of 51.2×51.2×11.7µm. All original images and various stages of
the processed images are also contained on the CD-ROM (/images/39).

39.2 Data acquisition by confocal microscopy

Data acquisition includes preparation of histological slices, staining
neurons of interest with a dye (Lucifer Yellow), and recording the spec-
imen by a Leica TCS4D confocal laser scanning microscope (CLSM). Lu-
cifer Yellow is iontophoretically injected into a neuron and will diffuse
into the dendritic tree and into the spine synapses. It will neither pass
the membrane nor penetrate into the presynapses. In this application
it is assumed that diffusion has reached equilibrium such that the dye
density is at least locally constant. The volume included in one scan is
typically sized 51.2 × 51.2 × 10µm. This corresponds well to the typ-
ical length of dendrite branches to be observed (≈ 10 − 50µm). Voxel
size is 0.1×0.1×0.1µm. Small synaptic structures (the neck diameter
of a small spine may be 80 nm) are thus undersampled, but the optical
transfer function (OTF) of the CLSM provides a natural antialiasing filter
and deconvolution up to the resolution of synaptic structures seems to
be impossible. The lateral full half-width of the point-spread function
(PSF) is approximately 0.5µm and its axial full half-width is approxi-
mately 1.4µm. A 100× lens with NA 1.4 and zoom factor 2 has been
used; laser wavelength was 430 nm and the emission wavelength of
Lucifer Yellow is 490 nm.

The choice of voxel size and image dimensions is a trade-off between
sampling rate on one side and memory requirements, scanning time
and computation time on the other. The smallest scale is also limited
by the optical resolution that can be achieved with the given equipment.
Gray values are encoded as 8 bit integers.
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Figure 39.3: Structure of the deconvolution filter.

39.3 Image restoration

The observation through the CLSM comprises a mapping from the dye
distribution to a digital image that is degraded by blurring and noise
(Volume 1, Chapter 21 and Volume 2, Chapter 5). Due to the presence of
random noise, restoration can not be achieved perfectly, but significant
improvements are possible. Here, a combination of noise reduction by
smoothing (Volume 2, Chapter 7) and deconvolution (see also Volume 1,
Chapter 21) is used. For simplicity and reduction of computational
effort, the PSF is regarded as a scaled Gaussian function.

The smoothing filter has been implemented as the averaging filter
3R 5RB2 (Volume 2, Chapter 7). It approximates a Gaussian filter with
σ = 1.8. Due to the separability of the Gaussian function, σ simply
adds to the width of the assumed Gaussian PSF (Volume 1, Chapter 21).

We found that the Jansson-van Cittert method described by Frieden
[8] and Conchello and Hansen [9] gives best results among techniques
such as van Cittert deconvolution, Richardson Lucy (White [10]) and
gradient descent update. A detailed comparison of these techniques
would be beyond the scope of this chapter and is omitted here.

The Jansson-van Cittert method falls into a class of dynamic filters
as illustrated in Fig. 39.3; y denotes the input image and xest(t) the
estimated solution of the inverse problem. The convolution operatorH
performs convolution with the PSF. If images are regarded as vectors
of dimension N , the convolution operator H becomes an N×N matrix
with a shifted version of the reverse PSF in each column. The state
image is updated by applying an operator G to the error image e(t)
and adding the result to xest(t)

xest(t + 1) = xest(t)+ ηG (y −Hxest(t))︸ ︷︷ ︸
e(t)

(39.1)

xest(1) = y (39.2)

If G is unity, the filter implements the van Cittert method, and in case
of G = H T it will establish a gradient descent method . Insertion of
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a b

Figure 39.4: a Original; and b deconvolved image in the yz plane.

proper log and exp operators will transform the gradient method to
Richardson Lucy deconvolution. The Jansson-van Cittert method uses
a nonlinear operator G according to

xest(t + 1) = xest(t)+ ηr(x)e(t) (39.3)

with the pointwise factor

r(x) = 255− 2|128−x| (39.4)

It constrains state values x to 0 ≤ x ≤ 255. In each step we compute η
to minimize the mean squared error

η(t) = e(t)
T (Hr(x)e(t))∥∥Hr(x)e(t)∥∥2 (39.5)

The mean squared error is further minimized by rescaling xest(t) and
adding an offset in each step and in the initial estimate.

Deconvolution results of the example are shown in Fig. 39.4. The
original image was deconvolved with a 1-D Gaussian

h(z) = 1.65 exp
(
−z2/18

)
(39.6)

The filter kernel contained 15 samples. The threshold was θ = 9.
In each iteration, only 3.44039 % of the image was filtered. The initial
error was Erms = 1.276. After three iterations it reduced to 0.868.
Further reduction of the error is possible, but with irrelevant qualitative
improvements. The reason for the restriction to a 1-D PSF was that
resolution in z-direction can not be increased beyond that in x- and
y-directions, and isotropy is important for the description of shape.
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39.4 Differential feature detection for segmentation

As stated in Section 39.2, dye density is regarded as constant. Although
this is a binary concept, intermediate intensities at locations inside an
object are possible depending on object thickness in relation to the size
of the PSF. Even after deconvolution, some blurring will remain due to
noise suppression and isotropy. Segmentation by a global threshold
will thus be incorrect. Instead, the threshold should be varied or a
global threshold should be applied to a proper function of the gray
values. We use the latter method.

The remaining blur is assumed to be Gaussian. As spine necks may
be much thinner than the PSF thereof, segmentation must consider the
geometry of the gray-level function. Watzel et al. [11] have devised a
method of segmentation by extracting features from the Taylor series
expansion of the gray-level function. This method works with objects
that are thin with respect to the PSF. Ideas are discussed for 1-D signals
first and are then extended to 3-D.

Consider a 1-D cut through a thin spine neck. The spine may be
regarded as an impulse with an amplitude proportional to its cross-
section area. The shape of the system response is nearly independent
of the neck width and is approximated by a scaled Gaussian function.
For a continuous 1-D thin object of width W , the system response is
approximated by

W/2∫
−W/2

exp

(
−(x − τ)

2

2σ 2

)
dτ ≈ W exp

(
− x

2

2σ 2

)
(39.7)

Prior to thresholding the gray-level function must be described by
a feature that is greater than some threshold θ inside objects and less
outside. It is considered sufficient that the connectedness of the seg-
mented objects is equivalent to that of the original objects and object
centers lie inside the segmented regions. If θ = 0, −f ′′(x) will work
satisfactorily, but for θ > 0, an amplitude-invariant feature is desired.
This can not be achieved in general because of superposition of various
objects, but it is at least possible in ideal cases. The following features
have been investigated:

h1(x) = −f
′′(x)
f(x)

, h2(x) = − f ′′(x)
κ + |f ′(x)| (39.8)

where κ is a small constant to prevent the denominator from being
zero. Let us assume that there is a single object with response

f(x) = kexp

(
− x

2

2σ 2

)
(39.9)
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For κ ≈ 0, this yields

h1(x) = −x
2 −σ 2

σ 4 and h2(x) ≈ 1
|x| −

|x|
σ 2 (39.10)

While h1 is independent of the amplitude k, h2 is only for κ ≈ 0. Its
dependency of k decays with increasing distance from the center and
can be controlled by the choice of κ. h1 results in rather thick regions
in comparison to the impulse assumed as an object. Also, both features
can be corrupted by additive contributions to f(x) from other objects.

The forementioned considerations have assumed a single object.
Now consider two thin objects, one of which scaled by a factor k. Let
them be located at positions δ and −δ. Superposition of their system
responses yields

f(x) = exp

(
−(x + δ)

2

2σ 2

)
+ kexp

(
−(x − δ)

2

2σ 2

)
(39.11)

The second-order derivative is

f ′′(x) = 1
σ 2

(
(x + δ)2
σ 2 − 1

)
exp

(
−(x + δ)

2

2σ 2

)

+ k
σ 2

(
(x − δ)2
σ 2 − 1

)
exp

(
−(x − δ)

2

2σ 2

) (39.12)

Under certain conditions, there are two regions with f ′′(x) < 0,
which surround the object centers. The first condition is δ > σ , which
guarantees that f ′′(0) > 0, and a threshold of θ = 0 will separate the
objects. Even if this is violated, some threshold θ < 0 may still provide
useful results in many cases.

The second condition requires that the contribution of one object
should not spoil the other object at its center, thus f ′′(δ) < 0. This
implies

k >
(

4
δ2

σ 2 − 1

)
exp

(
−2
δ2

σ 2

)
(39.13)

In the worst case (δ = 0.5
√

3σ ), this means k > 2 exp(−3/2) ≈ 0.446.
It can not be guaranteed that input data comply with these conditions.
We conclude that the superposition of multiple object responses may
still lead to incorrect segmentation. Even if the conditions are fulfilled,
objects may be shifted and changed in size.

The concept of derivatives can be extended to three dimensions by
Taylor series expansion of the gray-level function

f(x1, x2, x3) = f(0,0,0)+ gTx + 1
2
xTAx + . . . (39.14)
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Table 39.1: Classification of local shapes

λ1 λ2 λ3 Class number Description

< λ2 < λ3 < 0 1 near a point object

< λ2 < 0 ≥ 0 2 near a thin line object

or far from a point object

< 0 ≥ 0 ≥ λ2 3 near a thin plane object

or far from a line object

≥ 0 ≥ λ1 ≥ λ2 4 outside any object

Table 39.2: Class numbers of the directions of the eigenvectors v2 and v3

No. Direction of v2 Direction of v3

1 tangential to the point to the center of the point

2 to the center of the line (close) parallel to the line (close)

or tangential to the point (far) or to the center of the point (far)

3 parallel to the plane parallel to the plane

or parallel to the line (far) or to the center of the line (far)

4 irrelevant irrelevant

where x1, x2 and x3 are the image coordinates with respect to some
point under examination; g is the gradient and A is the Hessian ma-
trix. A rotation-invariant description can be obtained by transforming
the Taylor series into the eigensystem of A. In this system, the eigen-
values λi are the second-order derivatives in the direction of the asso-
ciated eigenvectors vi. We order them such that λ1 ≤ λ2 ≤ λ3. They
can be used to classify the local shape similar to that in Chapter 13.
Particularly, we are interested in the classes defined in Table 39.1.

To apply the 1-D concepts of Eq. (39.8), it is necessary to find the
direction to the center of an object. If there is only one single object,
the eigenvectors v2 and v3 corresponding to λ2 and λ3, respectively,
will indicate the directions in Table 39.2 depending on the shape of the
object.

It is known that dendrites and spines are line-shaped objects, and
spine heads can be modeled as point objects. This knowledge allows
for suppression of plane objects by considering only classes 1 and 2.
Therefore, we only evaluate Eq. (39.8) in the directions of v2 and v3. In
this way, many artifacts generated by deconvolution with a Gaussian
PSF instead of the exact one are eliminated.

Sorting the eigenvalues such that λ1 ≤ λ2 ≤ λ3 requires that deriva-
tives be comparable. Because the standard deviation of the PSF is
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a b

Figure 39.5: Results of: a line filter (direction v2); and b point filter (direction
v3) using h2(x).

greater in z-direction than in the xy-plane, z-coordinates are scaled
by an empirical factor of 0.7 when computing derivatives.

A problem arises at points close to a point object because v2 will
be tangential, forcing Eq. (39.8) to behave as in the center of an object.
This causes spine heads and other point objects to appear significantly
larger than they are. On the other hand, in the direction of v3, spine
heads appear close to the size of the PSF. This is still to large, but we
regard it to be sufficient for segmentation because point objects are well
separated. Therefore, results in both directions will be passed to the
higher-level image analysis. Depending on the direction, the operation
is called line filter or point filter, respectively.

Figure 39.5 shows the output of line and point filters using h2 with
κ = 10. For further segmentation, the threshold is chosen θ = 25 ± 5,
and it is adjusted manually to reduce the remaining errors in connect-
edness.

The width of thin objects in the output is nearly independent of
their true width as can be seen in Eq. (39.8). Instead, it depends on
the size of the PSF. Therefore, measurements of thickness will require
information from the original gray-level image.

39.5 Topology preserving three-dimensional thinning

The purpose of the forementioned preprocessing steps is to give a mea-
sure of whether an image point should be segmented as object or back-
ground. The results obtained are segmented using a global threshold.
Ideally, the binary result should be topology equivalent to the real tis-
sue and it should preserve its relevant features. The former can not of
course be guaranteed because reconstruction can not be perfect. Topo-
logical error may be corrected in higher stages of the process when
shape understanding is possible. As a link to higher stages, the objects
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Figure 39.6: a Illustration of the concept of a skeleton; and b a skeleton of the
example image (deleted regions are marked gray).

are reduced to line skeletons. Because there is no scene understanding
at this stage, the skeleton is to preserve the topology as segmented. The
algorithm used here is described by Watzel et al. [17]. Related works
can be found in [18, 19], and [20].

A skeleton, which is also known as a medial axis transform, com-
prises the subset S of all points of an object O with boundary ∂O such
that S = {p|p ∈ O ∧∃qi, qj ∈ ∂O : qi ≠ qj ∧d(p,qi) = d(p,qj)∧∀qk ∈
∂O : d(p,qj) ≤ d(p,qk)}, where d is a distance measure as described
in Volume 2, Section 2.3.4. Figure 39.6a gives a 2-D example.

As indicated in Fig. 39.6a, the shape can be reconstructed from the
skeleton S exactly if at every point in S a circle is drawn with maximum
radius. The mapping from S to such radii is called the radius function.

Figure 39.6a also illustrates that a small edge at the object bound-
ary may cause a skeleton branch that only represents a minor feature
of shape. Such branches are called spurious, and their number can
be reduced by smoothing object boundaries using such operations as
opening and closing (Volume 2, Chapter 21).

In digital images, the concept of skeleton is difficult to define be-
cause in general the center lines are not a subset of the grid. Neverthe-
less, there exist a number of algorithms to compute digital skeletons.
However, an overview would be beyond the scope of this section. Here,
we only give a rough sketch of the applied thinning algorithm.

In the following, the set of voxels inside objects is referred to as fore-
ground, and such voxels are referred to as black points. The remain-
ing voxels are called background and are referred to as white points.
For the foreground, 26-adjacency is used, and for the background 6-
adjacency is used (Volume 2, Section 2.3.5). The set of all points within
the 26-neighborhood of some point p is denoted asN(p). The thinning
algorithm works as follows:
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1. Define an ordered set of directions R = {r0, . . . r5} that lie in the
cubic grid. Select r0. Set i = 0.

2. A point whose 6–neighbor in direction r is white is called r–free.

3. Let B denote the set of all black points. Determine the set M ⊆ B of
all r–free black points.

4. Determine the set of points D ⊆M of deletable points (for deletabil-
ity, see text following Step 6).

5. If D = 0, terminate.

6. Replace B by B \D, set i = (i+ 1) mod 6 and select direction ri.
Continue with Step 3.

The key point in the foregoing algorithm is the definition of
deletability. First, corner points must be preserved because they com-
prise relevant features of shape. If a point is deleted, it can not be
reconstructed via the radius function. Second, the connectedness of
objects and background must be preserved. For details, the reader is
referred to the literature.

In 3-D, by definition, the skeleton may include medial faces. But
even these are reduced to lines by the forementioned algorithm because
of the choice of our deletability criterion. This agrees with the assump-
tion that all expected objects have circular cross sections. The series of
directions in the thinning algorithm implies that centers are found with
respect to city-block distance; see Volume 2, Chapter 2.3.4. However,
for the computation of the radius function, Euclidean distance is used
to improve isotropy.

39.6 Graph construction and interpretation

It is difficult for a computer to perform shape analysis on a skeleton
as described in Section 39.5 because the skeleton consists only of an
improperly ordered set of points. To represent global structure, the
skeleton is translated into a graph G1 by a line-traversing algorithm.
This algorithm first generates an ordered set of voxels V = (v1, v2, . . . ).
Each voxel is encoded as a tuple v = (x,y, z, r , l), where x, y and z
denote the coordinates of the voxel, r is the value of the radius function
and l is a label. Voxels that constitute an unbranched line segment are
ordered such that each one is connected to its neighbors. Members of
such a line have identical label l. Different line segments have different
labels.

A graph comprises a tuple G = (E,V ), where E denotes the set of
edges and V the set vertices. End points and junction points of the
skeleton will be represented by vertices, while the connecting lines are
encoded as edges. A vertex consists of a tuple v = (x,y, z,Ev, l1, l2),
where x, y and z are the coordinates of the corresponding image point;
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l1 and l2 are labels to store semantic properties; Ev denotes a set of
references to edges that connect v to other vertices. Vertices are gen-
erated for each voxel in V at which label l changes.

Edges are encoded as tuples e = (v1,v2, i1, i2), where v1 and v2

reference the vertices to be connected, and i1 and i2 reference the be-
ginning and end of a line segment in V . Edges are generated for each
line segment. (For a more detailed review of graph theoretical concepts,
see Volume 2, Chapter 24.)

According to the description of dendrites and spines in Section 39.1,
it is a natural approach to identify these objects by their length. Length
information is consistently incorporated in the graph by the concept of
height, which is originally defined for a tree [21]. In a tree, the height
of a vertex v is the longest distance from v to a leaf . This definition
holds because a tree is a directed acyclic graph with known root. Here
we measure distance by summing the length of all line segments on the
path from v to the leaf. We know neither edge directions nor the root,
but we can construct them by computing the height dynamically from
bottom up (from the leafs to inner vertices). The root results as the
vertex of maximum height.

Height computation requires that the graph be acyclic. We guaran-
tee this by opening each cycle at the point where the radius function
has a minimum. This is a heuristic incorporating the idea that the
thinnest part is most unlikely to belong to the dendrite. After height
computation, cycles are restored for further analysis.

The dendritic structure is identified in the graph by traversing the
graph from the root by following paths of descending height. Branches
will be traversed if their height exceeds a properly chosen threshold
(3µm < threshold < 8µm).

Now the shape of the dendritic structure is reconstructed from the
radius function by changing labels in the label image from which the
graph has been constructed. Points in the inside of the dendrite are
labeled with a specific value. Skeleton points are labeled with a differ-
ent value. Also, point objects obtained from the methods described in
Section 39.4 are labeled in this image, with different values for skele-
ton points. This is not done inside the dendritic structure. From this
label image, a new skeleton is computed preserving information about
dendrite and head regions by setting proper labels.

From the result a new graph G2 is constructed. At this time, vertices
are also generated at points at the border between different labels. In
G2 the identification of dendrites is restricted to regions associated with
the dendrites found in G1. The generation of the second graph allows
for different segmentation techniques for dendrites, spine necks and
heads. Finally, G2 is used to construct a list of spine candidates.

Spine candidates are identified by determination of base points and
traversal of the nondendritic structures attached to them. All vertices
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heads1 furcated spine
2 spines with the same base point

Figure 39.7: Interpretation of a graph. Spines are regarded as the nonden-
dritic structures attached to base points. According to previous segmentation,
subgraphs are marked as dendritic, nondendritic or head.

in a dendritic path that have nondendritic edges are considered as base
points (Fig. 39.7). The spine-traversal algorithm uses the following
rules:

1. From a base point, multiple spines may originate.

2. If the spine structure furcates inside the dendrite, the branches are
regarded as distinct spines.

3. If the spine structure furcates outside the dendrite, the structure is
regarded as one furcated spine.

4. If the algorithm enters a head, it will never leave it, avoiding spurious
connections between heads.

Rule 4 is important because it combines information from the line
and the point filter. Spine heads are increased dramatically in size by
the line filter. The rule restricts the traversal to the size determined by
the point filter.

39.7 Results

From the graph depicted in Fig. 39.8, six dendritic branches have been
extracted. Their graphs are depicted in Fig. 39.9 as independent ob-
jects. For each of the branches, a list of spine candidates has been
generated. For each spine its length has been measured in its graph.
Table 39.3 shows the list of dendrites with their measured lengths and
the number of spines. The spine lists have been cleaned using a length
threshold of 0.2µm to delete spines that originate from spurious skele-
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Figure 39.8: a Graph obtained from the example. The letters refer to the
dendritic branches as shown in Fig. 39.9; b skeleton after reconstruction of
dendrites and spine heads.

Table 39.3: List of dendrites with spine numbers

Dendrite
number

Length / µm Raw number
of spine
candidates

Number of
spines cleaned
automatically

Number of
spines cleaned
manually

a 14.27 146 70 66

b 12.63 71 31 30

c 21.94 168 86 86

d 24.20 150 82 77

e 13.21 89 44 39

f 21.54 87 56 51

ton branches and a threshold for dendrite radius of 0.2µm. The result-
ing list has been further cleaned manually by consideration of spine
length and spine position with regard to the dendrite end points. Fig-
ure 39.10 shows the length histogram of the manually cleaned spine
list.

39.8 Discussion

Many of the problems addressed here arise from the limited optical
resolution of the image acquisition equipment and from the small size
of the targets of interest. If the shape of the targets could be observed
correctly, it would be sufficient to compute a skeleton and a graph,
and spines could be identified in the graph reliably. Unfortunately,
correct restoration of true shape is impossible because of blurring, the
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Figure 39.9: Dendritic subgraphs extracted from the example.

presence of noise, and undersampling. In addition, it has been observed
that the PSF is shift-variant and deviates from its theoretical shape.
The deconvolution method used here was selected to achieve adequate
results in short computation time.

The differential methods are used because of the special condition
that targets are thin in comparison to the PSF. They allow for distinction
of line- and point-shaped objects and for a nearly intensity-invariant de-
scription of their system response. They come with the drawback that
object width is replaced by PSF size, causing problems in measurement
of radii. We think that these methods may also be used to find skele-
tons. At least, they can thin an object before segmentation, and a suc-
ceeding binary thinning may find the final skeleton. This may further
reduce the number of spurious branches and improve the medialness
of the skeleton.
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Figure 39.10: Length histogram of all spine candidates.

The notion of point-shaped objects has been incorporated into the
graph analysis. This reduces errors for the frequent case of spine heads
merging due to close distance. However, spine necks in close proximity
and furcated spines as well may cause point-shaped regions at locations
where no head exists. In these cases spines are shorter than they re-
ally appear. More sophisticated graph analysis will have to consider a
large variety of decision alternatives regarding which branch belongs
to which spine, and it will have to find the best solution according to
some likelihood function. As this comprises considerable effort and
no improvement can be guaranteed, it is currently beyond the scope of
this work.

For the description of shape, it would be desirable to measure the
surface or volume of the spines found. However, we expect such results
not to be reliable because of the great uncertainty induced by image
degradation. In this chapter we considered only measurement of length
because we regard this as the most reliable measurement.
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40.1 The problem

Localization by light plays a fundamental role in many fields of science.
In optics, during the last century, the development of high-performance
light microscopes was at the foundation of a revolution in biology and
medicine. In combination with appropriate staining techniques, light
microscopy allowed the discovery of the elementary unit of all organ-
isms, the cell. Further light microscopical analysis of the cellular struc-
ture soon resulted in the discovery of a main constituent of the cell,
the cell nucleus, and of the chromosomes (“stained bodies”). At that
time, the latter were visible during cell division only but they had to
be present in some unknown form also in the nucleus. Today we know
that the chromosomes contain (with very few exceptions) all the in-
formation necessary for cellular metabolism and for the growth and
development of every organism. Together, they form the genome that
in normal human cells is divided into 46 individual chromosomes.

839
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a b

c d

Figure 40.1: Computer simulations of all chromosomes in the human inter-
phase cell nucleus. Chromosomes were described by different models, which
approximate the chromatin fiber by a polymer chain, folded in different ways.
Corresponding to the different condensation levels, a nonterritorial (a Vogel
and Schroeder-, b random-walk bead model) or a territorial (c random-walk
giant loop-, d spherical subdomain model) organization of chromosomes was
obtained. For visualization, in each case only four chromosomes are visualized
in a spherical nuclear envelope by ray tracing. For further details see Kreth
et al. [1]; (see also Plate 15).

The chromosomes are the most complex molecules found so far in
nature. For example, each human chromosome is formed from a sin-
gle DNA-molecule with a specific sequence of base pairs carrying the
hereditary information and consisting of several 109 atoms; the 50 to
230 million base pairs of a human chromosome are further associated
in a specific way with about several million proteins, the histones. This
enormous complexity, however, is not visible by conventional light mi-
croscopical procedures. Thus, for more than a century discussions of
even very fundamental questions concerning the structure of the chro-
mosomes, especially in the cell nucleus, were controversial. For exam-
ple, light and even electron microscopical observations as well as bio-
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chemical data were compatible with models where DNA-protein-fibers
of each of the chromosomes were stretched out through the entire nu-
cleus but also with models where these fibers were folded in such a
way that the chromosome had an enveloping volume of a few percent
of the entire nuclear volume only (for a review, see [2]). As an example,
Fig. 40.1 shows visualizations of such models obtained by computer
simulations of all chromosomes in the human interphase cell nucleus
[1, 3, 4, 5, 6].

More than half a century ago, Erwin Schroedinger formulated a hy-
pothesis that was to become decisive for the development of molecu-
lar biology. He speculated that the chromosomes in the nucleus were
“aperiodic solid bodies” with a complex 3-D structure, and that this was
the key to their high informational content. Today, we know that this
hypothesis was completely correct on the level of individual base pairs
and of small clusters of so-called nucleosomes of 11-nm diameter (1 nm
= 1 × 10−9 m), each with about 200 base pairs (including “linker” DNA
to neighboring nucleosomes) associated with eight histone proteins in
a very precise manner. Recently, it has become possible to unravel
the 3-D structure of the nucleosomes with almost atomic resolution by
synchrotron radiation diffraction experiments. From a formal point of
view, this reduced the problem of the molecular nuclear structure to
the problem of finding the relative 3-D positions for each nucleosomal
DNA sequence. For a human cell nucleus, this would mean the topo-
logical analysis of about 35 to 70 million different sites. Until recently,
even partial solutions of this enormous problem (e.g., relative positions
of selected nucleosome clusters, or the morphology of still larger units)
appeared to be impossible.

Since the 1970s, the progress of molecular biology opened an av-
enue to the labeling of a variety of targets in the human cell nucleus in
a specific way using fluorochrome molecules. For example, in principle,
any known protein type or any known DNA sequence of the genome can
now be individually fluorescence labeled. In a simple, schematic form
this technique called “fluorescence in situ hybridization” (FISH) is based
on the binding of a fluorescence-labeled “probe” DNA to the comple-
mentary sequence of the single-stranded (“denatured”) chromosomal
“target” DNA “in situ,” that is, directly in the cell nuclei [7]. Using flu-
orochromes of different spectral signature (characterized, e.g., by dif-
ferent absorption or fluorescence emission spectra), the chromosomal
target DNA sequences can be labelled in a spectrally distinct way.

As an example, Fig. 40.2 shows a 3-D reconstruction of a human
female cell nucleus where the two female sex chromosomes (the X)
plus 2 genes, located on them, were FISH-labeled with different spec-
tral signatures and registered by confocal laser scanning fluorescence
microscopy (CLSM). For a quantitative image analysis of shape param-
eters, both Voronoi and Cavalieri estimators have been successfully
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Xr Xe

SF = 0.910 SF = 0.354

RF = 0.088 SF = 0.008

Volume = 18.94µm3 Volume = 16.39µm3

Surface area = 77.07µm3 Surface area = 154.84µm3

Figure 40.2: Reconstructed confocal 3-D dataset of a human female cell nucleus
visualized by ray tracing. The genes ANT2 (red)/ ANT3 (yellow) are represented
by spheres with approximately the same volume as the registered signals in the
confocal image. The rounder shape of the inactive X-chromosome territory (Xi,
red) and the more interior localization of the inactive ANT2 on Xi is clearly
visible (SF = smoothness factor; SF converge against 0, elongated shape; SF
converge against 1, spherical shape; RF = roundness factor; see Bornfleth et al.,
Chapter 41.2).

applied. It was even found that the same chromosome territory may
have a distinctly different morphology according to its genetic activity
[8, 9]. Compared with the extension of the entire nucleus, the individ-
ual chromosome territories clearly have an enveloping volume of a few
percent of the entire nuclear volume only. The “territoriality” of chro-
mosomes has now been firmly established as a main feature of nuclear
organization of normal cells; it excludes a variety of models as general
descriptions of chromosomal structure (compare Fig. 40.1).

Taken by itself, the territoriality of chromosomes in the cell nu-
cleus (in the sense of a limited extension) may be quantitatively mod-
eled by relatively simple polymer or “bead” models (compare Fig. 40.1;
[1, 4, 6, 10]). Even light microscopically measured distances between
individual, FISH-labeled DNA target sequences within the same chromo-
some territory were estimated by such models in a quantitatively satis-
fying manner. An alternative view holds, however, that due to a “chro-
matin folding code,” a functionally important degree of higher-order
structures of the chromosome is obtained (for review, see [2, 4, 11]).
To test such a hypothesis of considerable impact for our understanding
of life, a much more detailed quantitative analysis of nuclear structure
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is necessary; this appears to be especially meaningful for the molecu-
lar genome structure below about 100,000 base pairs (100 kbp) of DNA
(about 500 nucleosomes including “linker” DNA). From the microscop-
ical point of view, this requires measuring 3-D geometric distances and
spatial conformations of FISH-labeled target sequences located on the
same chromosomal fiber that have a linear genomic distance of less
than about 100 kbp. Experimental evidence, however, indicates that
using advanced far-field light microscopical methods such as confo-
cal laser scanning microscopy (CLSM), geometrical target 3-D distances
in the nucleus below several hundred nanometers (corresponding to
genomic distances below about 100 kbp) cannot be measured reliably
if both target sequences are labeled with the same spectral signature.
This is due to the well-known limits of microscopical resolution (Vol-
ume 1, Chapter 21; [12]).

Figure 40.3 shows an computed example for the limited resolution
of CLSM for conditions relevant in genome structure analysis. The sim-
ulations made on the basis of scalar wave theory using point objects
of one spectral signature indicate that even under the (unrealistic) as-
sumption of an ideal photon statistics and lack of detector noise, a 3-D
resolution of better than a few hundred nanometers is hardly feasi-
ble. Under “practical” conditions of biological routine measurements,
the 3-D resolution of CLSM (as determined from the axial full width at
half maximum (FWHM) of the confocal point-spread function (PSF)) was
found to be on the order of 600 to 700 nm [13]. As an example of the
consequences of the limited resolution in genome structure research,
Fig. 40.4a shows the simulated projection image of a 70-kbp long DNA
sequence of a chromosomal fiber (calculated as a zig-zag random walk
of nucleosomes) after labeling with one spectral signature and convo-
lution with a PSF of 250 nm FWHM. As expected, even a rotation of
the 70-kbp sequence by axial tomography [14] under these conditions
would not reveal any significant structural detail.

To increase the 3-D light optical resolution in the sense of point-
spread function improvement, other microscopical far-field methods
have to be considered, such as 4Pi microscopy [15, 16], standing-wave-
field microscopy [17]), spatially modulated excitation (SME) microscopy
[18, 19], and other techniques of point-spread function engineering. In
the following, the principles of an additional approach to reveal 3-D
genome structure on a scale considerably lower than the classical reso-
lution limit will be considered. Generally, this approach called spectral
precision distance microscopy (SPM) makes possible the measurement
of distances well below the FWHM of the effective PSF that describes the
optical properties of the imaging system; SPM combines high-quality
optics with advanced techniques of computer image analysis and re-
construction. Because SPM can be used with any optical system hav-
ing a well-defined PSF, it will greatly increase the possibilities of the
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Figure 40.3: Computer-generated example for the resolution of the CLSM us-
ing two point-like targets of the same spectral signature of λ = 520 nm. The PSF
was sampled with stepwidths of 0.4 optical units (27 nm): a two point-like tar-
gets with a lateral distance of 226 nm, corresponding to the Rayleigh criterion
(∼ λ/NA) of optical resolution; b the same image after application of Poisson
noise. A maximum number of 12 detected photons per voxel was assumed; c,
d two point-like targets with a spatial distance of 138 nm, corresponding to the
FWHM criterion of optical resolution, before and after application of Poisson
noise as in b.

point-spread function engineered devices mentioned in the foregoing.
In combination with digital microscopy and digital image analysis, SPM
opens the possibility of measuring light microscopically 3-D positions
of fluorescence labeled targets on a scale several to many times smaller
than the nominal resolution of the system used. In combination with
computer modeling of the regions studied and—where possible—with
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ultrastructural procedures, this will eventually allow the unraveling of
the 3-D structure and texture of the genome down to the molecular
level in an analogous way as it has become possible for other biological
macromolecules such as large proteins.

40.2 Principles of spectral precision distance mi-
croscopy (SPM)

It has been known for many years that “super resolution” of point
objects situated within the Rayleigh distance (corresponding approxi-
mately to 1 FWHM of the PSF) can be achieved if the two objects possess
different spectral characteristics. Strategies of deconvolution where
each image associated with a particular wavelength is separately de-
convoluted with the transfer function of that wavelength have been
described [20]. Even when the data were characterized by a moder-
ate signal to noise ratio (SNR), simulated images of point-like objects
were correctly restored that were only 1/30–1/50 FWHM apart from
each other. The SPM approach described here [21, 22] is based on
the same principle idea that using spectral information, the old res-
olution limits such as those of Rayleigh or Abbé are no longer valid.
That principal idea has been extended, however, to the special needs of
high-resolution fluorescence far-field microscopy and its application to
the 3-D analysis of the molecular nanostructure of the genome in the
mammalian cell nucleus.

The principle of SPM is shown schematically in Fig. 40.5: Let us as-
sume three closely neighboring targets in a nucleus to be studied with
distances much smaller than 1 FWHM, where FWHM represents the full
width at half maximum of the effective PSF of the optical system used.
The “point-like” (diameter much smaller than 1 FWHM) targets t1, t2

and t3 (e.g., three genes, or two genes and one protein) are assumed to
have been labeled with three different fluorescent spectral signatures
specs1, specs2 and specs3. For example, t1 was labeled with specs1, t2

with specs2 and t3 with specs3. The registration of the images (using,
e.g., CLSM) is performed in a spectrally discriminated way so that in a
first 3-D image stack IM1, a specs1 intensity value I1 is assigned to each
voxel vk of the object space; in a second 3-D image stack IM2, a specs2

intensity value I2 is assigned to each voxel vk of the object space; and
in a third 3-D image stack IM3, a specs3 intensity value I3 is assigned to
each voxel vk of the object space. So far, the strategy is very similar to
that described by Burns et al. [20] for one spatial dimension. Instead
of wavelength-discriminating deconvolution algorithms, however, the
SPM approach is based on the direct evaluation of the spectrally sep-
arated images. In ideal epifluorescent or 2Pi, 4Pi confocal images, for
basic optical reasons the absolute maximum max1 of the diffraction
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Figure 40.4: a Zig-zag random-walk computer simulation of a 70-kb long nu-
cleosome chain (beads) of chromosomal DNA after single color hybridization.
In conventional fluorescence microscopy (corresponding to an assumed convo-
lution with a PSF of 250-nm FWHM), even under various rotation angles no
inner structures are detectable; b zig-zag random-walk computer simulation of
the same 70-kb long nucleosome chain of chromosomal DNA after hybridiza-
tion with seven spectrally different signatures (each color segment 10 kbp). Each
segment is assumed to be detected by spectrally discriminated imaging. In spec-
tral precision distance microscopy (SPM), the barycenters of the intensities can
still be localized after convolution with the PSF of the microscope, so that their
distances can be measured. In combination with axial tomography for rotation
of the labeled object, the 3-D conformation of the DNA segment can be revealed,
although the barycenter distances were considerably below the resolution limit
of the microscopy given by the FWHM of the PSF; (see also Plate 16).
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Figure 40.5: Example describing the principle of spectral precision distance
microscopy (SPM). Three point-like objects are located within 50-nm distance
of each other. The three point-like objects are labeled with the same spectral
signature in a and with three different spectral signatures in b. The computed
system responses of the objects in a and b for a confocal microscope with NA
= 1.4/63× oil-immersion objective are shown in c and d. Linescanes through
the objects in c and d are shown in e and f respectively (for details see text and
[23]); (see also Plate 17).

pattern of the image of t1 (registered as a specs1 intensity distribution)
gives the ideal (geometrical) image point i1 of t1; the absolute maximum
max2 of the diffraction pattern of the image of t2 (registered as specs2

intensity distribution) gives the ideal (geometrical) image point i2 of t2;
and the absolute maximum max3 of the diffraction pattern of the image
t3 (registered as specs3 intensity distribution) gives the ideal (geomet-
rical) image point i3 of t3. From this, the positions (object points) o1,
o2 and o3 of t1, t2 and t3 and their 3-D distances in the object space
can be determined if the optical characteristics of the system (such as
magnification factors, aberration distortions) are known.

In principle, the minimum (real) distance that can be measured in
this way is independent of the FWHM of the PSF and varies only with
uncorrected systematic errors and statistical errors affecting the lo-
calization of the diffraction maxima. This minimum detectable dis-
tance between two point-like objects of different spectral signatures
one may call the resolution equivalent (RE). It has to be distinguished
from the optical resolution (A) that usually refers to the capacity of an
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optical system to transfer structural information (minimum distance
detectable) of any object structure. In general, A is given, for example,
by the Abbe-, Rayleigh-, Sparrow (or similar) criterium, the FWHM of
the PSF, or the limiting spatial frequency of the optical transfer func-
tion (OTF). It is clear that the SPM strategy can be applied to more than
two or three closely neighbored targets, if the neighboring targets t1, t2,
t3, ..., tn have sufficiently different spectral signatures specs1, specs2,
specs3, ..., specsn. Three or more spectral signatures allow true struc-
tural conclusions. For example, already three targets with three dif-
ferent spectral signatures allow us to define distance and angle rela-
tionships between the targets; four targets with four different spectral
signatures allow a variety of 3-D structures.

Furthermore, it is clear that essentially the same SPM strategy can be
applied also in all cases where the distance between targets of the same
spectral signature is larger than FWHM [24]. Computer simulations
performed by Bornfleth et al. [21] indicated that a distance of about
1.5 FWHM is sufficient. For example, in a nucleus with a volume of
about 500µm3 and a confocal observation volume approximated by
Vobs = 4π/3 (FWHMxy)2 × (FWHMz) = 0.13µm3, this means that about
103 different multispectral target sites can be evaluated in the same
nucleus.

To realize local super-resolution strategies (RE much smaller than
1 FWHM), using spectral characteristics as constraints in a microscopi-
cally useful way, a variety of pitfalls have to be overcome. Here, based
on our present experience, some fundamental problems of the realiza-
tion of confocal SPM methods will be discussed briefly:

1. As indicated in Fig. 40.5, the images of different spectral signatures
have to be registered independently of each other with the small-
est amount of cross talk (reciprocal disturbance) possible. On one
hand, this requires labeling of t1, t2, etc., with fluorochromes of well-
distinguishable spectral signatures (e. g., spectrally clearly distinct
fluorescence-emission maxima) as well as the possibility of exciting
them to fluorescence emission (e.g., using different laser lines and
types). An additional important requirement is a sufficient fluores-
cence photon yield of the fluorochromes used.

2. Detector systems are required that are capable of discriminating the
different spectral signatures (e.g., by appropriate optical filters) in a
spatially highly resolved way (the FWHM required depending on the
problem to be solved); because in nuclear images the fluorescence
photon statistics usually is far below optimum, the quantum effi-
ciency and the signal-to-noise relationship of the detector system
has to be as good as possible.

3. The precision of localization of the diffraction-image maxima
needed for SPM super resolution has to be much better than the
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voxel size. For example, a typical voxel size (object space scale)
in confocal microscopy is 100 × 100 × 250 nm. This fulfills the
Nyquist theorem (ca. 1/2 FWHM lateral/axial) but is not sufficient
for the precision needed in SPM (e.g., 10 to 100 nm). This problem
can be overcome by appropriate image-evaluation algorithms based
on the barycentric calculus already introduced by Moebius [25]. Es-
sentially, in its application to the maximum determination relevant
here, it means that for each diffraction pattern of an individual tar-
get a fluorescence-intensity gravity center is calculated. In case of
symmetrical PSFs, the barycenter positions in each spatial direction
x, y , z coincide with the maximum positions of the diffraction pat-
terns. Basic considerations show that in this case under the assump-
tions of an appropriate photon statistics and detector noise, and for
geometrically stable relationships between the voxels, this makes it
possible to determine the positions of the diffraction pattern max-
ima with any precision desired.

4. For the required high precision of fluorescence barycenter localiza-
tion, fluorescence photon statistics (number of effective photons
registered per voxel), detector noise and target noise (unspecific flu-
orescence emission) play a decisive role. Such effects may not only
considerably deteriorate the resolution equivalent, but even may
contribute to “limited-diffusion” phenomena. For example, com-
puter simulations (Bornfleth et al. unpublished results) indicated
that under the assumption of a small number of “effective” photons
per voxel typical for observations of small fluorescence labeled tar-
gets in living cells, such “limited-diffusion” artifacts may be as large
as several hundred nanometer (mean squared distance obtained af-
ter 12 evaluation steps) under the boundary conditions of standard
confocal microscopy. For an optimal solution of the problem, it
is also important to define the voxels assigned to the target image.
This may be done by appropriate segmentation algorithms with vari-
able thresholding; see [21] and Chapter 41.

5. In all cases where the different spectral signatures are realized by
differences in the fluorescence-emission spectra, a very significant
source of error is given by chromatic aberrations, especially in axial
direction [26]. Measurements using multispectral calibration beads
indicated that depending on the optical microconditions in confo-
cal microscopy, axial chromatic shifts up to about 200 nm were ob-
tained, whereas the lateral chromatic shifts were usually consider-
ably smaller. The contribution of optical microconditions may in-
volve, for example, refraction index variations between microscope
front lens and target and axial distance of the target relative to the
microscope front lens as well as spectral absorption characteristics
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of the medium. Therefore, in situ calibration methods are required
to more accurately determine 3-D chromatic shifts [27].

6. In addition to chromatic aberrations, the correction of monochro-
matic deviations may be important. Even high-performance micro-
scope lenses do not have a completely linear field of view. Thus, the
same physical distance of two fluorescing point objects located in
the object plane may result in spurious distance variations even un-
der ideal signal-to-noise conditions. For a commercial high-aperture
microscope lens, lateral distance variations greater than 50 nm have
been measured (Heintzmann, unpublished results). In axial direc-
tion, monochromatic distance variations also depend heavily on
the optical microconditions. Under conditions relevant for nuclear
structure analysis, such aberrations may be as large as 100 to sev-
eral hundred nanometers (for example, compare [28]). By careful
monochromatic calibration, it is experimentally possible to control
monochromatic distance errors [21, 26].

7. In real optical systems, the PSF may show deviations from an ideally
symmetrical curve. Thus, the calculated barycenter coordinate may
not coincide exactly with the coordinate of the maximum (coordi-
nate of the ideal image point). As the final goal is to measure small
distances, that is, coordinate differences, in many cases such an er-
ror may be eliminated if the PSF has the same kind of deviation for
the two targets located at slightly different positions in the object
space.

8. Confocal laser scanning microscopes in some way or other use me-
chanical scanning devices. Thus, mechanical stability and toler-
ances may influence the correct voxel positioning that is of great
importance for the precise subvoxel localization of fluorescence-
intensity barycenters necessary for the SPM approach.

Figure 40.4b presents a computer visualization of the capacity of
SPM to allow a structural resolution far below the FWHM. On the upper
left, as in Fig. 40.4a, a simulated chromatin sequence and its 2-D projec-
tions at different rotation angles (first row from above) are shown. The
second row then presents the 2-D projections after convolution with a
250-nm PSF. Here, however, it was assumed that each piece of 10-kbp
length was labeled with a different spectral signature. The visualiza-
tion of the spectrally differentiated projections clearly suggests that
these images contain structural information below the normal limit of
resolution. In the third row, the barycenters of the different spectral
intensities were calculated according to the SPM method described in
the foregoing. In the end, this simulation example indicates that the
SPM method should allow the topological analysis of relatively small
nucleosome configurations.
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Figure 40.6: a Simulation dataset A; 500 FITC spots (i. e., spots carrying a
green spectral signature) and 500 CY5 spots (dark-red spectral signature) were
randomly distributed in a simulated nuclear volume with radii of 5.2 µm (xy)
and 3.1 µm (z). The non-overlapping spots had a diameter of 440 nm; b the
standard deviation of nearest-neighbor distances (FITC to CY5) determined for
dataset A from the true distances. The columns show the errors in distance de-
termination with and without the ability to correct exactly for chromatic shifts; c
the distribution of nearest-neighbor distances between FITC and CY5 in dataset
A. The systematic shift towards distances that are too high is due to the opti-
cal merging of spots that are close to their neighbors in the same channel; d
simulation dataset B. 250 FITC spots and 250 CY5 spots were distributed in a
nuclear volume with radii of 9.6µm (xy) and 1.0µm (z). The minimum distance
between spots was set to 1050 nm; e standard deviations of nearest-neighbor
distances (FITC to CY5) determined for dataset B from the true distances. As all
spots were found by the algorithm, the standard deviations give a true account
of the accuracies possible in lateral and axial direction; f the nearest-neighbor
distance distribution of dataset B. A systematic shift is not detectable. (Reprinted
from [21] with kind permission of the Royal Microscopical Society.)
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As a second, more realistic example, Fig. 40.6 shows a computer
simulation of the accuracy of distance measurements between differ-
entially labeled targets in two-color confocal laser scanning microscopy
considering experimental data for photon noise and error of chromatic
shift determination [21]. Here, either a completely random distribu-
tion of small targets with different spectral signatures within a nuclear
volume was assumed (Fig. 40.6a-c), or a random distribution was as-
sumed with the boundary condition that the minimum distance be-
tween any two pairs of the same spectral signature was at least one
FWHM (Fig. 40.6d-f). Under the assumptions used, the results of the
simulation indicated a standard deviation of 3-D distance determina-
tion of about 50 nm, that is, about one-tenth the effective FWHM; 3-D
distances far below the optical resolution can be determined correctly
between targets of different spectral signature.

In analogous experimental high-precision measurements between
differentially labeled fluorescent targets, quartz glass beads of (mean
± standard deviation (SD)) 1052 ± 19 nm with a green-yellow fluoresc-
ing FITC core of 400 nm (target type I) were mixed with quartz glass
beads of 408 ± 22 nm with a red fluorescing RITC core of 200 nm in
diameter (target type II), and attached to a cover slip. Besides clus-
ters of beads of type I (FITC-fluorescence), clusters of beads of type
II (RITC-fluorescence) were obtained as well as pairs of a type-I bead
and a type-II bead adjacent to each other. Three-dimensional imaging
of FITC-fluorescence (specs1) and RITC-fluorescence (specs2) was per-
formed with a commercial confocal laser scanning microscope. The
axial chromatic shift (lateral chromatic shift was negligible compared
to the axial one) was measured using the two clusters of type-I and
type-II beads, respectively; the value obtained (225 ± 40 nm) was used
to perform the SPM-distance determinations for the barycenters of the
type-I type-II-pairs. For the experiment cited here, the mean 3-D dis-
tance value determined by SPM was 732 ± 27 nm [29]; the value ex-
pected was 734 ± 15 nm. More detailed SPM measurement using the
same types of quartz-glass beads with cores of different spectral sig-
nature [21] indicated that in the range of 30 to 50 effective photons
per voxel (representing a biologically relevant photon statistics), the
lateral distance error (SD) was around 20 nm whereas the axial error
was between 50 to 75 nm.

40.3 Determination of the resolution equivalent in situ

The accuracy of the SPM method and thus the useful “resolution equiv-
alent” (RE) is given by the capacity to control systematic errors such as
chromatic and monochromatic aberrations and to control statistical er-
rors such as deviations in positioning due to photon statistics, detector
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noise, mechanical instabilities, unknown deviations in the optical mi-
croconditions, etc. Besides the mechanical and optical parameters of
the recording instruments, sophisticated computer-imaging algorithms
are of fundamental importance to obtain an optimal RE. For a direct in
situ determination of the RE, let us in a thought experiment assume a
cell nucleus containing one “point-like” target tcal (for calibration); this
target is simultaneously labeled with two spectral signatures specs1

(e.g., “green”), specs2 (e.g., “red”) in such a way that the barycenter co-
ordinates of the fluorescence of specs1 and specs2 in the object space
are identical, that is, “true” distances are much lower than the reso-
lution equivalent envisaged. Experimentally, this can be realized with
sufficient accuracy by molecular methods of fluorescence labeling, for
example, by multicolor FISH of the same genomic target sequence.

By spectrally discriminated registration with an optical system, for
example, a multichannel confocal laser scanning microscope, 3-D image
stacks for the intensities of specs1 and specs2 are obtained in the image
plane. If a system with negligible chromatic and monochromatic shifts
is used (or such deviations have been corrected for by independent cal-
ibration measurements), the maxima of the image intensity curves I1
for specs1 and I2 for specs2 (and hence their fluorescence barycenters)
should coincide. Due to all kinds of errors (see the foregoing), however,
the experimentally determined maxima (barycenter) positions for the
intensity distributions I1 and I2 will be found at apparently different
locations and hence indicate a spurious distance that does not exist in
the object space. Multiple measurements of this kind will eventually
give a frequency distribution curve where the abscissa gives the (spuri-
ous) distance measured and the ordinate the frequency of cases where
this spurious distance was observed. Such a distance-error frequency
curve (“resolution equivalent (RE) curve”) will give a direct measure of
the RE in situ, that is, under the relevant biological conditions to be
studied.

As an upper estimate of RE, we may take the full width at half max-
imum of the distance-error curve (HW-DEC).

Figure 40.7 shows the result of a computer simulation of RE curves
assuming confocal 3-D imaging and a number of 6 and 30 effective pho-
tons per voxel, respectively. The results indicate that using sufficient
photon statistics (realizable in biological labeling experiments) allow
3-D REs much smaller than 100 nm. The HW-DEC using a maximum of
30 photons/per voxel was 15 nm lateral and 45 nm axial. That gives a
3-D RE of about 50 nm.
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Figure 40.7: Computer simulation of the RE in situ; 250 simulated targets of
160-nm diameter each were convoluted with a measured PSF of CLSM for a
fluorochrome with “green” spectral signature (FITC) and with “red” spectral
signature (TRITC), and noise was added. For each spot in the resulting FITC-
image, the apparent distance to the nearest neighbor in the TRITC-image was
computed after chromatic shift correction. The volume of a voxel was 80 × 80
× 250nm3; a For the frequency of measured displacements between FITC- and
TRITC- signals (distance-error frequency curve = RE-DEC curve) in x-direction
assuming six photons in a voxel of maximum intensity, the values are distributed
around the true displacement zero. The full width at half maximum of the
distance-error frequency curve (HW-DEC)x is 50 nm; b the same as in a for the
z-direction. The (HW-DEC)z is 160 nm; c error of localization and distance mea-
surement (standard deviation) for FITC- and TRITC-images (6 photons in a voxel
of maximum intensity); d the same dataset as in a,b,c was used, assuming 30
photons in a voxel of maximum intensity. A (HW-DEC)x of 15 nm was obtained
for the x-direction; e the same as in d for the z-direction. The (HW-DEC)z is
45 nm; f error of localization and distance measurement (standard deviation)
for FITC- and TRITC-images (30 photons in a voxel of maximum intensity).
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40.4 Conclusions

Spectral precision distance microscopy (SPM) has opened the way to-
wards an ultrastructural fluorescence far-field microscopy beyond the
normal limits of high-resolution microscopy. However, this was only
possible because powerful computer hardware and sophisticated image
analysis algorithms were available. Here, we highlighted the strong cor-
relation between high-precision optics and high-end computing. Recent
applications in 3-D genome pathology have demonstrated the useful-
ness of this approach using commercially available microscopes. Cal-
ibrating and correcting the major parameters discussed in the forego-
ing, which influence the localization accuracy and distance measure-
ments, confocal laser scanning microscopy with lenses of high numer-
ical aperture revealed a 3-D resolution equivalent of about 50 nm. This
offered a first glimpse into leukemia-relevant genome nanostructures
on chromosome 9 and 22 (bcr-abl region; A. Esa, personal communica-
tion) or chromosome 15 associated structures correlated to the Prader-
Willi/Angelmann Syndrom (J. Rauch, personal communication). More-
over, applying SPM to the recently developed SME microscope [19] ap-
pears to make a resolution equivalent of less than 10 nm feasible be-
cause a localization accuracy of 1 to 2 nm was reported [18]. Finally,
it is anticipated that the general principle of SPM, that is, highly ac-
curate localization of spectrally distinguishable targets in combination
with sophisticated distance calibration and computer analysis, can be
applied to any optical micro- and macro-imaging technique.
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41.1 Introduction

The advances in light microscopy that have been achieved in recent
years have allowed biologists to obtain 3-D images of cell nuclei via the
“optical sectioning” technique. Using this technique, which is offered
by confocal laser scanning microscopy (CLSM), a stack of image sections
is recorded by scanning a focused laser beam through a 3-D specimen
without destruction of the objects under observation (Chapter 21.4).
Alongside these developments in microscopy, recent improvements in
fluorescent staining techniques have enabled the differential visualiza-
tion of whole human chromosomes (chromosome “painting” [1], and
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chromosomal subregions, such as early-replicating and late-replicating
DNA [2]. The combination of both techniques now allows analysis of
relationships between structural and functional features in 3-D con-
served interphase cell nuclei, which has become an important issue in
biomedical research (see also Chapter 12).

The analysis of confocal microscopic images of structural details
in the cell nucleus can contribute greatly to an understanding of rela-
tionships between chromosome topology and function. However, the
optical sectioning capability of CLSM is limited by the optical resolu-
tion in axial direction, which is given by the full width at half maximum
(FWHM) of the point-spread function (PSF) (approximately 750 nm un-
der biologically relevant conditions). Nevertheless, it is desirable to
obtain information about smaller structural units in the chromosome.
An important example for such biological systems are replication foci,
that is, domains of DNA that are replicated before the division of the
cell, and are labeled during the replication process. Such foci have
diameters of approximately 400 to 800 nm [3, 4] and represent struc-
tural features that are conserved during the cell cycle. Interestingly,
gene-rich foci are replicated earlier than gene-poor foci. Because early-
replicating foci hold the vast majority of the active genes, investigat-
ing the distribution of the different types of foci inside chromosome
territories yields important information about the correlation between
functional properties and the topology of the genome.

41.1.1 Overview of methodologies

For the analysis of morphological or positional parameters of fluores-
cently stained objects in 3-D images of cell nuclei, different types of
segmentation approaches were taken. The size of the objects analyzed
influenced the method of choice. Chromosomes represent large ob-
jects compared to the microscopic observation volume (the observa-
tion volume is defined as the volume of an ellipsoid, where the radii
are given by half the FWHMs of the PSF in the three scanning direc-
tions [5]). After lowpass filtering of the images, a global thresholding
procedure with subsequent labeling of connected image voxels gave an
estimator of the volume of the painted chromosomes (Cavalieri estima-
tor) [6, 7]. A somewhat different approach stems from computational
geometry. The application of Voronoi diagrams to image data uses ran-
domly distributed seeds to tessellate the image objects into polyhedra
[8] (Chapter 25). As for the Cavalieri estimator, a user-defined thresh-
old is required to separate polyhedra belonging to the object of interest
from background. The smooth outer surfaces given by the polyhedra
at the object edges enable the calculation of morphological parameters
such as the roundness factor (RF) of an object [9]. The Cavalieri esti-
mator is not directly suited for surface estimates because the rough
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edges of parallelepipeds representing image voxels artificially increase
the object surface. A calibration of the factor by means of test objects
of known roundness (e.g., spheres) can correct for these systematic er-
rors.

When the object volume is in the range of the observation volume,
the gray-value distribution inside the object is no longer homogeneous,
but depends strongly on the microscopic PSF. The Voronoi approach is
no longer valid. A voxel-based approach that labeled connected compo-
nents in images of replication foci was developed by Baumann et al. [10].
They used an interactively defined global threshold and the 26 connec-
tivity condition of foreground image voxels to label different connected
regions. They also extracted the number of objects and their volumes.
However, for images containing many objects of varying size and shape,
a global thresholding procedure is not the method of choice. Instead,
many applications use the approach of finding local maxima of inten-
sity in the images. The segmentation of the individual objects can then
be performed by using the “anti-watershed” procedure. A discussion
of watershed algorithms is presented in Volume 2, Section 21.5.4.

The procedure assigns every point in an image to an object. Thus,
watershed algorithms are well suited for the segmentation of datasets
with closely adjoining objects, for example, in medical applications [11].
However, in images with large background volumes, many segmented
voxels will represent background and thus reduce the accuracy of com-
putation of object loci.

The precise localization of objects is a mandatory requirement for
computing distance distributions, which provide a very useful tool to
characterize datasets with a multitude of signals. Nearest-neighbor dis-
tributions between signals of the same type can describe the amount of
clustering, the regularity of patterns or randomness [12]. In biological
experiments, different fluorochromes are often used to visualize dif-
ferent types of cellular compartments. Here, co-localization of objects
described by the distance between signals in different color channels
[13] can suggest attachment sites between compartments [14]. For this
purpose, the positions of fluorescent objects had to be determined with
subvoxel accuracy. An approach described by Manders et al. [15] uses
detection of local maxima and defines the largest contour for each ob-
ject that contains only one maximum of intensity. All voxels inside the
volume described by the contour are used for the calculation of the
center of intensity (the center of intensity is the analogon to the center
of mass in mechanics, replacing mass density by intensity). However,
Manders et al. [15] found that for closely neighbored objects, a system-
atic error in the localization of each object is introduced by the out-
of-focus contribution of intensity from the respective neighbor. This
bias is illustrated in Fig. 41.1a showing intensity profiles f(x) and g(x)
of two point-like signals with a distance dreal that are found after the
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Figure 41.1: Illustration of the systematic bias in distance measurement intro-
duced by neighboring signal contribution (according to Manders et al. [15]).

imaging process. The position of the individual signals can be obtained
via the intensity center of mass. The resulting intensity profile h(x)
is the enveloping intensity profile (Fig. 41.1b). The gray-shaded areas
show the asymmetric components in the intensity profiles. Due to this
asymmetry, the intensity centers of mass of the two peaks are shifted
towards each other, resulting in a measured distance dmeasured that is
too small.

For the segmentation of objects with a finite size in the range of
the microscopic observation volume, a model-based segmentation algo-
rithm was developed by Bornfleth et al. [16]. Briefly, after the detection
of local maxima by a top-hat filter shaped to come close to isotropy, a
region-growing process was used. From the loci of local maxima, the
objects grew along connected shells using the 26-connectivity rule. A
voxel connected to the object was recognized as belonging to the object
if it fulfilled the fall-set criterion and if its intensity was above an object-
specific threshold. The thresholds were adapted in an iterative process
(see the following). By setting new individual thresholds in each itera-
tion step, it was possible to match the thresholds according to a calibra-
tion function that related the original volume of an object (before the
imaging process) to the threshold required for its volume-conserving
segmentation. However, the bias in measuring nearest-neighbor dis-
tances remained, and computed object volumes were also artificially
increased by contributions from neighboring signals.

In this chapter, the performance of morphological shape descrip-
tors for large objects and the accuracy of localization of small objects
are investigated. A new powerful shape descriptor is the smoothness
factor (SF), a form factor that we introduce in this chapter. It provides
a new tool for the shape analysis of objects and shows a very stable be-
havior in noisy imaging conditions. The performance of the described
shape parameters is analyzed using ellipsoids. Their size and shape
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was matched to that found for chromosome 15 territories. The ellip-
soids were subjected to a simulated imaging process including photon
shot noise. For spots with a size comparable to the observation vol-
ume, we describe an approach that performs the segmentation of each
individual spot in an image in a 3-D sub-volume, where the intensity
contributions of neighboring spots can be subtracted. Thus, a precise
determination of spot volumes even below the microscopic observation
volume, and the measurement of spot-spot distances is now possible
with enhanced accuracy. The influence of the bias in distance measure-
ment is investigated using model images with randomly distributed
spots. These images underwent a simulated imaging process including
convolution with the measured microscope PSF of the fluorochromes
used, and the application of both additive and multiplicative noise.

The image analysis tools described here were applied to investigate
the distribution of replication foci in the chromosome 15 in human
fibroblast cell nuclei. The morphology of chromosome 15 was analyzed
in metabolically active and inactive cells. A non-random organization of
chromatin at the sub-chromosomal level was observed. Apart from the
application shown here, the image analysis procedures can be used for
a wide variety of applications in morphological and topological analysis
of biological structures (e. g., [14, 17]).

41.2 Analysis of large- and small-scale chromatin struc-
ture

41.2.1 Morphological parameters of chromosome territories

For the morphological analysis of chromosome territories, the voxel-
based representation was used because it corresponds to the experi-
mental setup. After 3-D filtering of the data, the chromosome territo-
ries were segmented by interactive setting of a global threshold. After
segmentation, the features of interest were extracted by a labeling pro-
cedure, which identified all connected voxels of an object using the 26-
connectivity rule. To avoid a user-dependent bias in the threshold cho-
sen, the features (chromosome territories) were segmented for a whole
range of reasonable thresholds, and for each threshold in this range
all the morphological parameters were computed and then averaged.
Volumes were computed using the Cavalieri estimator (for definition,
see [7]). In addition, the surface area of the chromosome territories and
two shape parameters were evaluated:

1. The roundness factor (RF) has previously been used for the anal-
ysis of morphological differences between the active and inactive
X-chromosome territory in human female amniotic cell nuclei [18].
The dimensionless RF is computed from the volume and the surface
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area of the object

RF = 36π volume2

surface area3 (41.1)

The RF yields a value of RF=1 for a perfect sphere with a smooth
surface, and lower values for elongated objects and/or objects with
a rough surface. However, in some cases this dimensionless ratio
between volume and surface area is not dominated by the elongation
of the object. Fuzzy boundaries of territories or low signal-to-noise
ratios may significantly increase the measured surface area of the
territories (see the following), while the computation of the volumes
of chromosome territories shows less sensitivity to the fuzziness of
their boundary or the signal-to-noise ratio.

2. A new form factor, the smoothness factor (SF) [17], which is very
stable with regard to the points mentioned in the foregoing (noise
and fuzzy boundaries), was introduced to verify the results of the
shape analysis

SF =

∫
sphere

[(x −xc)2 + (y −yc)2 + (z − zc)2]dx dy dz

∫
territory

[(x −xc)2 + (y −yc)2 + (z − zc)2]dx dy dz

=
3
5

[
3

4π

]2
3 V

5
3∑

[(x −xc)2 + (y −yc)2 + (z − zc)2]∆x∆y∆z
(41.2)

where (xc,yc, zc) is the center of intensity of the analyzed object;
∆x∆y∆z is the volume of one voxel; and V = volume of territory =
volume of sphere.
The denominator of Eq. (41.2) gives the mean 3-D distance from the
center of intensity of the object of interest to all voxels belonging
to the object. The numerator holds the mean 3-D distance for a
homogeneous sphere of the same volume as the object analyzed.
The ratio yields SF = 1 for a sphere, and SF < 1 for an elongated
object. The second expression is derived by substituting the mean
distance from the center of intensity of the sphere to its voxels by its
volume. The integral is replaced by a sum over points on a discrete
grid.
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Figure 41.2: Value of SF for an ellipsoid, where two half-axes are elongated, and
the third half-axis is adjusted to maintain the volume of the ellipsoid: Half-axes:
rx = R(1− εx),; ry = R(1− εy),; rz = R/[(1− εx)∗ (1− εy)].

41.2.2 Topological parameters of subchromosomal targets

A model-based algorithm for the volume-conserving segmentation of
signals with volumes comparable to the observation volume of the mi-
croscope PSF was described in Bornfleth et al. [16]. The algorithm found
local maxima of intensity in 3-D image stacks. These were the centers
of fluorescence signals (“spots”). Starting from these spot centers, a
region-growing process along connected shells was performed. Each
voxel had to meet four criteria to be labeled as belonging to an object:

i. the exclusion criterion stating that the tested voxel had not been
previously labeled by another object in the image;

ii. the 26-connectivity criterion;

iii. the fall-set criterion that the voxel intensity was not higher than that
of the nearest voxel towards the spot center; and

iv. the threshold-criterion that the voxel intensity was higher or equal
to an object-specific threshold.

This threshold depended on the volume that the spot originally had,
that is, on the volume of the fluorochrome distribution of the spot.
By means of model calculations, a calibration function Trel(V) was ob-
tained. For each original spot volume V (i. e., the volume before the
imaging process), this function gave the corresponding threshold T
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Figure 41.3: Threshold-volume function found for three different fluo-
rochromes. The segmentation thresholds are approximately constant above
a volume of 5.5× the observation volume. Thresholds were obtained from nu-
merical calculations of cube-shaped spots.

that was required to obtain this original volume after segmentation.
However, the original spot volume was not known a priori for a given
spot. Therefore, the threshold was reduced in each iteration, start-
ing from a threshold that corresponded to a point-like spot. After
each iteration, the resulting spot volume was determined. This volume
was assumed to be the “true” volume, and the corresponding volume-
conserving threshold Trel(V) for a spot of that size was obtained from
the calibration curve. This threshold was used in the next iteration.
After 5-10 iterations, a fixed point on the curve was obtained, that is,
the volume did not change after application of the new threshold. The
function Trel(V) for the parameters used in the experiments described
here is shown in Fig. 41.3. It shows the relative threshold needed for
volume-conserving segmentation vs the original spot volume (abscissa)
in voxels. The voxel size assumed was 80×80× 250 nm3. The volume-
intensity functions were fitted by second-degree polynomials. An ear-
lier version of this plot, showing the results for just two fluorochromes,
was published elsewhere [19].

From Fig. 41.3, it is apparent that higher thresholds are required for
the segmentation of a spot exhibiting Cy5-fluorescence than for one
exhibiting FITC-fluorescence. This is due to the longer wavelength at
which Cy5 emits fluorescence light (approximately 670 nm vs 520 nm
for FITC). With the small volumes examined, the greater width of the PSF
for Cy5 causes more blurring of the signal than that for FITC, that is, the
same energy is smeared out over a greater volume for a Cy5 object. This
leads to higher thresholds that are needed if the original volume is to
be recovered. The model-based segmentation approach was extended
to improve the accuracy of volume and distance measurements even in
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cases where signal overlap lead to an artificial increase in the signal (see
Fig. 41.1). After the local maxima in the image had been found, a 3-D
voxel cube slmn was created for each spot1. The voxels of the cube were
assigned the intensities of the noise-filtered image in the volume range
around the spot center (see Fig. 41.4 a), and the cubes were grouped in
the new image matrix Sjlmn. The gray values in the new, 4-D subvol-
ume matrix S, with the elements {0..J = Nspots−1; 0..L; 0..M ; 0..N} were
assigned as

Sj,L/2+l,M/2+m,N/2+n := g′zj+l,yj+m,xj+n, where


0 ≤ j < Nspots

−L2 ≤ l < L
2

−M2 ≤m< M
2

−N2 ≤ n < N
2


(41.3)

with the number of spots Nspots and the coordinates { xj,yj, zj} of the
local maximum found for spot j; g′lmn is the image matrix of the prepro-
cessed image. A second 4-D matrix Tjlmn contained 3-D subvolumes
with the labeled voxels for each spot #j. Initially, only the location of
the central voxel, that is, T.,L/2,M/2,N/2, was labeled for all spots. Each
spot was then allowed to grow inside its cube in shells around the spot
center according to criteria (ii) to (iv) described in the foregoing. The
segmentation threshold was initially set to 82 % of the maximum inten-
sity of a spot, because this corresponded to the threshold necessary
for segmentation of a point-like object. A growth shell was completed
for all spots before the next shell was tested to give all spots equal
possibilities for expansion. To prevent an overlap between spots in the
same color channel, each labeled voxel was marked not only in the label
matrix T, but also in the original image. If a voxel tested in a growth
shell had already been labeled in the original image as belonging to an-
other spot, it was rejected. Thus it was possible to prevent spots from
merging with neighboring spots (see criterion (i)). After the growth
process was completed for all spots, the labeled voxels were used for
a least-squares fit of spot intensity. According to the assumption of
a constant fluorochrome distribution inside the spot, each voxel of a
spot labeled in the label matrix T was convoluted with the microscopic
median-filtered PSF hm

Fj = Tj ∗hm, where ∗ denotes the 3-D convolution (41.4)

Fj denotes the 3-D subvolume of the 4-D matrix F containing the con-
voluted intensities for spot #j. In order to reproduce the intensity dis-
tribution of the spot #j after imaging, a least-squares fit of the resulting

1The subvolume had fixed dimensions in x-, y-, and z-direction. As the number of
elements was smaller in z-direction due to the larger pixel size, it is not entirely correct
to speak of an image cube. However, this nomenclature is used for simplicity.
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model image cube Fj to the original data in Sj was performed according
to Brent’s method [20] for each spot (j ∈ [0..Nspots −1] ). This resulted
in F holding the fitted intensities. In a final step, the image cubes Sj
were reloaded from the original image, and for each spot #j, the fitted
intensities were used to subtract the intensity contributions of neigh-
boring spots in the image cubes of individual spots (see Fig. 41.4 b)

F ′jlmn =
Nspots−1,κ≠j∑

κ=0

{Fκλµν, if

 λ := l− (zκ − zj) ∈ [0..L]
µ :=m− (yκ −yj) ∈ [0..M]
ν := n− (xκ −xj) ∈ [0..N]

}
(41.5)

S′jlmn = Sjlmn − F ′jlmn (41.6)

The condition behind the sum holds the overlap condition: Only
if the spacing between the local maxima of two spots is sufficiently
small (e. g., the value of xκ − xj for the x-direction), is a subtraction
of intensities performed for the spot #κ . Otherwise, intensity contri-
butions from spot #κ are not subtracted from spot # j. The 4-D array
S′ holds the corrected intensities. Because in the first iteration the
spots had not yet acquired their final volume due to the initial high
threshold, the accuracy of the fitting process increased only gradually
during the iterations, along with the accuracy of the subtraction proc-
ess. The least-squares fitting was mandatory to obtain a guess about
the intensity distribution that resulted from the expected spot geom-
etry. If a fit did not reproduce the experimental data with sufficient
accuracy (defined as a value of χ2/n > 30, where n is the number of
voxels used for the fit, and χ2 is the sum over the squares of the devi-
ations of intensities), the fitted intensities for the respective spot were
not subtracted from other spots in that iteration. The resulting inten-
sity distributions in the cubes were used in the next iteration step (see
Fig. 41.4 c), where new individual thresholds were defined according
to the function Trel(V), based on the volume that a spot had acquired
in the last growth step. The process converged after 5-10 iterations.
The process of fitting spot intensities after segmentation to the origi-
nal data allowed the mean brightness of a spot as well as its volume and
position to be evaluated. Because the value for the mean brightness was
obtained by the fit after convoluting a segmented volume with the PSF,
it gave a measure for the fluorochrome density inside the probe, which
yielded rather more accurate results than simply adding up intensities
in the image.

An example for the reduction of neighboring spot signals by the
use of individual subvolumes is given in Fig. 41.5 showing the proce-
dure for an image of touching microspheres with a quartz glass shell
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Figure 41.4: Schematic diagram of the steps taken by the subtraction algo-
rithm.

around a fluorescent core. The quartz glass microspheres had an over-
all diameter of 416 nm, with a fluorescent core 200 nm in diameter, well
below the microscopic observation volume. This placed great demands
on the volume-conserving segmentation. A central section from a 3-D
data stack is presented. The contour plots show the intensity distribu-
tions in the central section surrounding example beads A (left) and B
(right). The situation at the beginning (c) and after the subtraction of
neighboring intensities ((d), after seven iterations) is shown. Figure 41.5
shows that volumes are recovered after segmentation. For the quartz
glass spheres, the gap between cores is clearly visible ((b); different gray
shades denote different objects). Using the approach described in [16]
without subtraction, the segmented cores touched after segmentation
(not shown). The distance between the two example spots A and B was
determined to be 359.4 nm with the first algorithm, and 432.1 nm with
the subtraction of intensities. Because the manufacturer reported a
size of the spheres as 416±22 nm [21], this example demonstrates the
bias effect and its reduction using the new approach.

The evaluation time for spot growth and fitting increased linearly
with the number of spots, whereas the subtraction time was more
closely related to (number of spots)2 (for the worst-case scenario that
all spots had mutual intensity contributions). The total evaluation time
was proportional to (number of spots)a,a ∈ [1,1.5]. On a Silicon
Graphics workstation (SGI IRIS INDIGO, CPU R4400, 200 MHz, 96 MB
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a b

c

d

Figure 41.5: Segmentation of quartz glass microspheres with a total diameter
of 416 nm and a fluorescent core of 200-nm diameter. A central section from a
3-D data stack is shown.

RAM), the segmentation of a model nucleus containing 500 spots re-
quired approximately 2 h CPU time, whereas the segmentation of a
subset containing 50 spots was completed in around 10 min.

41.2.3 Biological experiments and data acquisition

As an example for the application of the methods presented, human
fibroblast cell nuclei where chromosome 15 was visualized by chro-
mosome painting were evaluated. Additionally, early-replicating chro-
matin and late-replicating chromatin in chromosome 15 was visualized
with two different fluorochromes [4, 22]. Series of light-optical sections
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Figure 41.6: Morphology analysis of simulated chromosome territories. Shape
estimators are plotted vs the number of detected photons.

were recorded with a 3-channel Leica TCS 4D confocal laser scanning
microscope as described in [18]. A sampling rate of 100 nm/pixel in
lateral direction and of 250 nm/section in axial direction was chosen
in order to meet the requirements of the Nyquist theorem. To avoid
crosstalk between different fluorochromes, each section was scanned
sequentially for each individual fluorochrome (first, Cy5, then TRITC,
then FITC) before the stage moved on to the next section. The chromatic
shift in axial direction between the fluorochromes was determined in
separate experiments. It was found to be 230 nm (s.d.=60 nm) between
FITC and TRITC, and 8 nm (s.d.=29 nm) between TRITC and Cy5 [16].

41.2.4 Performance tests of morphology analysis

The performance of the morphology analysis was evaluated using
Monte Carlo simulations. Ellipsoids of known size and shape served as
test models. After introducing additive and multiplicative noise to the
model images following the Poisson statistics, the ellipsoids were seg-
mented and all morphological parameters described in the foregoing
were computed. Figure 41.6 shows the relative error of the computa-
tion of the parameter volume, surface area, roundness factor (RF) and
smoothness factor (SF) for different numbers of detected photons in a
voxel of maximum intensity. The parameter volume and SF could be
determined with high accuracy. Here, the dependence on the photon
statistics was negligible. In contrast, the surface area was strongly over-
estimated by a factor that depended on the given number of detected
photons. Therefore, the determination of surface area and roundness
factor (RF) was greatly dependent on the number of detected photons.
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Figure 41.7: Median shift in nearest-neighbor distances observed after segmen-
tation of spots in simulated images. The abscissa denotes the distance of a spot
to its nearest neighbor in units of effective FWHMs. The ordinate denotes the
median shift between true distance and distance after segmentation that was
observed for each distance bin: a median shifts observed with a threshold-based
segmentation method that does not subtract neighboring intensities. (Reprinted
from Bornfleth et al. [16] with kind permission of the Royal Microscopic Society.);
b median shifts observed after subtraction of neighboring intensities. The bias
towards measured distances that are too small is significantly reduced.

41.2.5 Bias reduction in distance measurements

The bias in distance measurements that remained after segmentation
of fluorescent objects with the algorithm described previously was in-
vestigated using model images. The test dataset used was described in
[16]. It consisted of 500 spherical domains (diameter 440 nm) that were
randomly distributed in an ellipsoidal volume representing the nucleus.
The spheres were allowed to touch, but not to overlap. The resulting
image was convoluted with the measured PSFs for FITC, TRITC and Cy5,
respectively, and noise was added. A maximum of 41 detected photons
was assumed for noise simulation. Figure 41.7 shows the median shift
in nearest-neighbor distances that was observed after segmentation of
the domains. The distances are given in units of the effective FWHM of
the PSF used. This effective FWHM is obtained by scaling the distances
in lateral direction with the half-width of the PSF in lateral direction, and
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by scaling the distances in axial direction with the axial PSF half-width.
Because the measured distances are smaller than the real distances for
closely neighbored targets, the median shift is negative. Compared to
the results from Bornfleth et al. [16], (Fig. 41.7 a), the bias is signifi-
cantly reduced. It is only marginally higher than the fluctuations of
the shift that are due to statistical variations (Fig. 41.7 b). This means
that clustering can be investigated using the nearest-neighbor statistics
without a significant distortion of the results due to systematic errors.
As the spots had a size of 440 nm, distances below 1.3 effective FWHMs,
where no correct segmentation was possible, were not evaluated.

41.2.6 Cell-cycle specific morphology

As an example for the application of the shape parameters to biologi-
cal data, the morphology of chromosome 15 territories was analyzed in
two phases of the cell cycle. The parameters computed were the volume
of the territories after segmentation, their smoothness (see Eq. (41.2))
and their roundness (defined in Eq. (41.1)). Thirty-one G1 territories
and 44 G0 territories were analyzed. Figure 41.8 shows that the vol-
umes of territories did not differ significantly between the G1 and G0
phase (p=0.244, Kolmogorov-Smirnov test). In contrast, the smooth-
ness of chromosome 15 territories showed a strong dependence on the
cell cycle: the values were generally smaller in G1. This difference was
significant (p=0.003). An even more pronounced difference emerged
from the roundness analysis, where the difference was significant at
a level of p=0.0004. This implies that the surface of segmented chro-
mosome territories was larger in the G0 stage, where the metabolical
activity was small. The departure of G0 chromosome territories from
a round shape can be seen as a change of degree of order. This cor-
responds well with an earlier study that investigated a DNA target on
chromosome 11. The authors found that the position of the target was
random in G0 phase, but nonrandom in G1 phase [23].

41.2.7 Cluster analysis of early- and late-replicating foci

The spatial distribution of early- and late-replicating foci in chromo-
some 15 territories was investigated by statistical methods. Figure 41.9
shows the replication foci of a territory in G1 phase after 3-D recon-
struction of the segmented image. An MPEG video of the segmented
territory is available (/movies/41 on the CD-ROM). The lines between
foci denote the distance vectors to the nearest neighbor. A colored
version is given in the color plates. Red and green lines denote dis-
tance vectors between foci of the same type, whereas yellow lines show
the distance vectors between foci of different types, that is, between
early-replicating (red) and late-replicating foci (green). The visualiza-
tion routine was written in OpenGL.
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a b

c

Figure 41.8: Morphological parameters computed for chromosome 15 terri-
tories in G1 phase and in G0 phase. Cumulative plots are presented: a the
volumes computed do not show significant differences; b the smoothness fac-
tors show a significant difference between territories in G1 phase and G0 phase;
c the difference is even more pronounced using the roundness parameter.

Figure 41.10 shows the median values of comparative nearest-neigh-
bor distances obtained for 18 territories in G1 cells. For both early-
and late-replicating foci, the distance to the nearest neighbor in the
other color channel was on average greater than the distance to the
neighbor in the original color channel. This means that on average,
early-replicating foci were closer to other early-replicating foci than to
other late-replicating foci. This is surprising as it is expected that early-
replicating foci and late-replicating foci alternate on the condensed
metaphase chromosomes. This observed clustering of foci of the same
functional state is not due to artifacts introduced by the segmenta-
tion algorithm because the algorithm reduces the bias in distance mea-
surements effectively. It suggests that early-replicating foci and late-
replicating foci form higher-order clusters in interphase nuclei.

41.3 Discussion and outlook

In this chapter, new image analysis tools to investigate morphologi-
cal and topological features of chromosomes were introduced. Their
performance was tested with regard to statistical and systematic er-
rors. As an example of the usefulness of the methods, they were ap-
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Figure 41.9: Visualization of a segmented chromosome 15 territory in G1
phase. Upper row: the segmented voxels for early-replicating chromatin (dark
gray) and late-replicating chromatin (light gray). Lower row: the individual foci
found by the segmentation algorithm, shown as spheres with a radius that yields
the individual volume found. Distance vectors between nearest neighbors are
denoted by lines in the middle and on the right for two different perspectives;
for a movie see /movies/41/chrom 15.mov; (see also Plate 18).

plied to study the morphology of chromosome territories in different
stages of the cell cycle. This analysis revealed a cell-cycle specific shape
of chromosome 15 territories. In addition, nearest-neighbor distance
measurements provided evidence for a clustering of subchromosomal
foci in chromosome territories.

The morphology analysis of simulated chromosome territories re-
vealed that two of the parameters, volume and smoothness factor, can
be determined with high accuracy. Furthermore, this high accuracy is
not affected by the number of detected photons within a large range.
Therefore, the Cavalieri-estimator in combination with the new shape
parameter, the smoothness factor (SF), allows the precise analysis of
volume and shape of chromosome territories. The computation of the
absolute values for surface area and consequently for the third param-
eter, the roundness factor, did not give the correct results. The surface
area was overestimated by a constant factor for each given number of
detected photons per voxel. Therefore, we conclude that surface area
and roundness factor should only be used to compare different ter-
ritories, not for the computation of absolute quantities. Care has to
be taken that only data recorded under the same photon statistics are
compared.
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Figure 41.10: Example for the analysis of comparative nearest-neighbor dis-
tances in chromosome 15 territories. For each of 18 territories in G1 phase, the
median value of the distance to the nearest neighbor of the other type, minus
the distance to the nearest neighbor of the same type, is given. It is apparent
that most values are > 0, that is, foci are closer to the nearest neighbor of the
same type than to the nearest neighbor of the other type.

Concerning the segmentation and analysis of small targets (i. e., of
targets with a size comparable to the microscopic observation volume),
artifacts that are due to fundamental limitations of the imaging proc-
ess play an important role. Especially, distance measurements are af-
fected by an out-of-focus signal from other labeled structures. Because
the precise measurement of distances can provide a means to over-
come the resolution limit for specialized applications (Chapter 40), it
is of utmost importance to correct for systematic errors. The nearest-
neighbor analysis presented as an example in this paper also has to rely
on unbiased distance measurements. The algorithm presented here en-
ables the subtraction of an out-of-focus signal from neighboring spots
in regions where the diffraction-limited signal patterns of two or more
spots overlap. It is possible to retain the complete diffraction image
for each spot, with the contributions of other diffraction-limited sig-
nals subtracted. The whole signal that was created by a spot can be
used for the calculation of its center of intensity, which enhances the
accuracy of localization. A drawback of the method is that it works
with median-filtered images. Some of the accuracy is lost due to non-
linear filtering effects. Future work will concentrate on including both
raw and noise-filtered images into the segmentation algorithm.

It could be shown that the new approaches succeeded in finding new
quantitative parameters to describe functional topology and morphol-
ogy of chromosomes and subchromosomal targets. The methods will
be applied to further biological experiments in the near future.
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Plate 1: Classification of a multispectral satellite image (the two input bands
are shown as grayscale images). The result of the classification is shown as a
labeled image, a specific color being used for each ground cover (e. g., yellow
for urban areas and green for forests); (see also Fig. 12.1, p. 285)



a b

Plate 2: a Digitized topographic map; b extracted contour lines (connections of
initially disconnected lines are shown in red); (see also Fig. 19.1, p. 412)

Plate 3: Submarine drainage networks extracted from bathymetric data of the
approaches of the Channel in the NE Atlantic. The cell size is 200m × 200m.
The network has been extracted using a threshold of 300 cells for the cumulative
drainage area. The canyon network incises the continental slope from the shelf
(-200 m) to the abyssal plain (-4500 m); (see also Fig. 19.16, p. 425)



photodiode auto exposure photodiodestorage capacitor

Plate 4: Layout of eight pixels in the self-calibrating vision chip. Image-
acquisition diodes, exposure-control diodes and storage capacitors are indi-
cated; (see also Fig. 26.3, p. 535)

Plate 5: Layout of the complete vision chip. The digital control part made of
standard cells and the quadratic pixel matrix with decoder and amplifier arrays
can be seen; (see also Fig. 26.4, p. 536)
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Plate 6: Interpolation of a dense displacement vector field from a sparse field
by normalized convolution and calculated characteristics of the velocity field:
a sparse vertical velocity; b interpolated velocity; c value of the rotation; and d
divergence; (see also Fig. 32.9, p. 709)
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Plate 7: Six images from the course of a full 2-D growth evaluation: a image
from the original time-lapse sequence; b raw velocity field (x-component, color
coded) of the leaf surface as calculated from the sequence by a low-level motion
estimator (see text); c subset of pixel with a confidence measure above a set
threshold; d velocity field when c is considered (masked by the leaf mask); e
interpolated velocity field (x-component); f divergence of the velocity field (x-
and y-direction); (see also Fig. 33.5, p. 728)



-1.2 0.0 1.2 1.8

relative growth rate [%/h]
-0.6 0.6

20 21 22 23

0

20

tip

base

40

60

80

0 1 2 3 4 5 6 7 8

time [h]

le
n
g
th

[m
m

]

Plate 8: The growth of the middle part of a Ricinus leaf depicted as a spatiotem-
poral image; (see also Fig. 33.7, p. 732)

Plate 9: Time series of a caffeine-induced Ca2+-transient recorded with the
Ca2+-sensitive dye Fura-2 (10µM) using the wavelength pair 340 nm/380 nm;
(see also Fig. 34.3, p. 742)
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Plate 10: Infrared images of the water surface at different wind speeds. The
image brightness is temperature calibrated. Obviously, the temperature con-
trast and the size of the structures on the water surface decrease with higher
wind speeds; (see also Fig. 35.3, p. 754)

Plate 11: The CFT instrument is mounted on a 7-m long boom at the bow of
the Research Vessel Oceanus during the cruise in the North Atlantic, July 1997;
(see also Fig. 35.6, p. 757)
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Plate 12: Parameter images depicting the phase Eq. (36.33) for different input
radiation frequencies ω: a ω = 2π 0.0039 rad/s; b ω = 2π 0.0078 rad/s; c
ω = 2π 0.0156 rad/s; d ω = 2π 0.0313 rad/s; (see also Fig. 36.6, p. 779)



a

b

Plate 13: a Mean image over a time series of PMD images over 30 days. The
clouds can be easily distinguished with their whiteness. b Mean image after
cloud removal. Most of the clouds could be located and removed to obtain a
cloud free background image; (see also Fig. 37.9, p. 800)



September 10, 1997 September 11, 1997

September 12, 1997 September 13, 1997

September 14, 1997 September 15, 1997

September 16, 1997 September 17, 1997

4.5 1014 1.3 1015 2.5 1015 3.0 1015 3.8 1015 5.5 10154.7 1015

vertical column density o f NO2 [molecules/cm2]

Plate 14: Time sequence of vertical column densities of NO2. Large emission
plumes can be noticed both over industrialized areas in Europe and North Amer-
ica and over regions where biomass burning occurs (South America, Africa).
The time sequence shows the movement of the plumes over a time period; (see
also Fig. 37.12, p. 803)
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Plate 15: Computer simulations of all chromosomes in the human interphase
cell nucleus. Chromosomes were described by different models, which approx-
imate the chromatin fiber by a polymer chain, folded in different ways. Cor-
responding to the different condensation levels, a nonterritorial (a Vogel and
Schroeder-, b random-walk bead model) or a territorial (c random-walk gi-
ant loop-, d spherical subdomain model) organization of chromosomes was ob-
tained. For visualization, in each case only four chromosomes are visualized in
a spherical nuclear envelope by ray tracing; (see also Fig. 40.1, p. 840)



Plate 16: a Zig-zag random-walk computer simulation of a 70-kb long nucle-
osome chain (beads) of chromosomal DNA after single color hybridization. In
conventional fluorescence microscopy (corresponding to an assumed convolu-
tion with a PSF of 250-nm FWHM), even under various rotation angles no inner
structures are detectable; b zig-zag random-walk computer simulation of the
same 70-kb long nucleosome chain of chromosomal DNA after hybridization
with seven spectrally different signatures (each color segment 10 kbp). Each
segment is assumed to be detected by spectrally discriminated imaging. In spec-
tral precision distance microscopy (SPM), the barycenters of the intensities can
still be localized after convolution with the PSF of the microscope, so that their
distances can be measured. In combination with axial tomography for rotation
of the labeled object, the 3-D conformation of the DNA segment can be revealed,
although the barycenter distances were considerably below the resolution limit
of the microscopy given by the FWHM of the PSF; (see also Fig. 40.4, p. 846)
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Plate 17: Example describing the principle of spectral precision distance mi-
croscopy (SPM). Three point-like objects are located within 50-nm distance of
each other. The three point-like objects are labeled with the same spectral sig-
nature in a and with three different spectral signatures in b. The computed
system responses of the objects in a and b for a confocal microscope with NA =
1.4/63× oil-immersion objective are shown in c and d. Linescanes through the
objects in c and d are shown in e and f respectively; (see also Fig. 40.5, p. 847)



Plate 18: Visualization of a segmented chromosome 15 territory in G1 phase.
Upper row: the segmented voxels for early-replicating chromatin (dark gray)
and late-replicating chromatin (light gray). Lower row: the individual foci found
by the segmentation algorithm, shown as spheres with a radius that yields the
individual volume found. Distance vectors between nearest neighbors are de-
noted by lines in the middle and on the right for two different perspectives; (see
also Fig. 41.9, p. 875)
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